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1. Preface

The issues emerging from datafication and data use in the digital era cannot be addressed effectively with the tools of the paper age. The risks and benefits of digital practices accrue for a much wider range of people than the primary data subjects whom current frameworks seek to protect. In addition, digital practices are embedded in stark power asymmetries. The domain of health, for example, has seen a structural shift in the last two decades. Technology companies have joined health care providers, pharmaceutical companies, manufacturers, and regulators as key players in the field (Prainsack 2020). In fact, they often perform several roles simultaneously, producing the devices that are used for patient monitoring as well as the software to do so.

Technology companies have become important players in research as well; the founders of Google, Baidu, Meta, or Xiaomi – to name only some of the most powerful – have become forces to reckon with in the funding landscape across the globe. They run research institutes and provide research funding in areas that they consider important, thus setting and controlling research agendas – without the public accountability requirements that traditional research funders face (see, for example, McGoey 2015; see also Sharon 2021). Finally, philanthropies and foundations founded by tech entrepreneurs also steer and shape research by setting up institutes and providing endowed chairs. While corporate funding for research is nothing new, the arrangements that we currently see are unprecedented in terms of the scale and force of private funding (Popkin 2019). Notably, they now also extend to the ethics of technologies (Phan et al. 2022). They also play an important role in determining what is researched and how, and what gets published (Van Dijck, Poell and De Waal 2018; Bero 2019).

Against this backdrop, the call by the report of the Lancet and Financial Times Commission on Governing Health Futures 2030 for digital technologies in health and health care to be driven by public purpose, and not by profit, could not be timelier (Kickbusch et al. 2021: 1728). One key element of such a new approach is to place stronger emphasis on collective control, responsibility and oversight. Not in the sense that ‘public interest’ is supposed to overrule individual rights - but what is needed is an approach that accommodates the ways in which justice, equity, or privacy are both individual rights and collective goods at the same time (see also Roessler and Mokrisinska 2013). Sometimes a person's individual rights and interests conflict with collective goods, and good mechanisms must be in place to ensure that individual rights are not sacrificed on the altar of alleged public interest. There are, however, many situations in digital societies where individual and collective interests are not opposed in principle. Inequities in digital societies, for example, do not only hurt the people who are affected by them in direct and immediate ways, but society as a whole. Similarly, everyone benefits from inclusive deliberations about what parts of people's bodies and lives should be exempt from datafication, the existence of effective mechanisms to support people who experienced harm from data use or the fair taxation of commercial activities in digital societies. Pretending that the challenges of the digital era can be solved solely by giving individuals more control over their data is not an emancipatory
stance. Transferring all responsibility to the individual does not consider the existing asymmetries between the citizen and corporate or state actors. These asymmetries help powerful commercial players more than anyone whilst also impede collective actions.

The concept of solidarity, applied to data governance, offers an approach to address the issues raised above. Solidarity-based data governance (in short: data solidarity) seeks to increase collective control, oversight and ownership over digital data and resources. In today’s societies, digital technologies and practices are entrenched in every domain of practice. Even people who are not heavy users of digital technologies contribute to the benefits that emerge from digital data and practice. They do so when data about their bodies and behaviours are captured by public institutions and companies, and as members of societies that make available the technical, social and knowledge infrastructures necessary for the generation and analysis of digital data. In short, in digital societies, all people contribute to the benefits resulting from digital data and practice. Similarly, everyone bears risks – not only that their privacy will be infringed, but also that they or other people will be discriminated against, profiled, or otherwise harmed as a result of data analytics and other data practices in fields as diverse as policing, administration and insurance. Against this backdrop, approaches that seek to increase the control of individuals over the use of their data remain important, but they are not sufficient to address the issues emerging from political and economic constellations. Data solidarity’s core premise is that the benefits and the risks of digital practices need to be borne by societies collectively.

The structure of this White Paper is as follows: After sketching our understanding of data solidarity and what a governance framework based on it should entail (Section 2), we discuss how data solidarity is different from related concepts (Section 3). We then give an overview of manifestations of data solidarity in existing legal frameworks (Section 4). Following this, we elaborate on policy instruments that can realise the proposed solidarity-based data governance framework (Section 5). We then discuss other ways to enable and improve data solidarity (Section 6). We end by providing specific recommendations to policymakers and other actors (Section 7) and presenting a brief research agenda for the immediate and near future (Section 8).
2. The goals and pillars of solidarity-based data governance

What is solidarity?

Prainsack and Buyx (2011, 2017) defined solidarity as a practice that reflects people’s commitments to supporting others with whom they recognise similarity in a relevant respect. The similarities with others that people recognise are not necessarily ‘objectively’ existing properties. Instead, they are characteristics that we have learned to attribute to ourselves and to others. They are also the categories that are used in public discourse to classify people. Solidarity takes place when people act upon what connects them to others despite all the things in which they inevitably differ – including the asymmetries of power, resources and agency that shape people’s lives. In this manner, solidarity does not deny difference but takes place when people see things that they have in common and act upon them, rather than foregrounding their differences. While solidarity is not a replacement for justice, when solidaristic practice of individual people or groups scales up into institutionalised forms of solidarity, it can help to counteract injustices.

Why does data governance need solidarity?

Solidarity harnesses the fact that many people are willing to support others with whom they recognise similarities. They are willing to accept certain risks if other people benefit. Applied to data, this means (at least) three things. First, whenever and wherever people accept such risks, there is a collective responsibility to ensure that data use that creates significant public value receives public support. Second, people who experience harms from data use also receive public support and are not left to fend for themselves. And third, commercial profits made based on data use are shared with the public.

The way we govern digital practices today is often not conducive to the goals of solidarity-based data governance (data solidarity). On the contrary, it has made possible very problematic concentrations of data and power that are not only a threat to democracy but arguably also to human wellbeing. One reason for this is that governments have often enabled, rather than limited, the expansion of the power of multinational technology companies. Another one is that data governance instruments so far have mostly focused on increasing the control of individuals over the use of their personal data. Let us explain why and how the latter is a problem.

Since 1970, when the world’s first data protection law became effective in the state of Hessen in Germany, data protection legislation has proliferated all over the world. To date, as many as 137 countries have adopted data protection and privacy legislation (UNCTAD 2021). In many of these laws, informed consent is seen as an expression of informational self-determination. It has been the single most important instrument to justify the processing of personal data. But in today’s world, this strong focus on individual control is problematic. First, on a conceptual level, the very notion of informational self-determination - which was conceptualised by Germany’s Constitutional Court as early as 1983 and has been one of the
cornerstones of data protection law - treats data as if it were individual property. Personal data processing, however, should not be placed within a property-like regime (see Section 6). Another problem with relying too much on individual-level control over data is that it turns people’s right to control their data into a de facto obligation. It thus places those people who, for whatever reason, cannot fully exercise their individual-level control right at a disadvantage. An additional issue is ‘decision fatigue’ (Vohs et al. 2008): When people are asked to consent to data use several times a day and in scenarios in which they want or need quick access to a service, they stop paying attention; we cannot give meaningful consent when we are using a mobile app on the go. As some studies have demonstrated, decision fatigue – or ‘privacy fatigue’, as Choi and colleagues call it – can have a more substantial impact on user behaviour and decisions than substantive privacy concerns (Choi et al. 2018). The nature and length of the terms of service of many online tools can exacerbate this problem (Obar and Oeldorf-Hirsch 2020). Individuals cannot reasonably be expected to read and digest these. Moreover, in some cases, access to important services is not possible when people do not consent to data processing by commercial providers. This is the well-known but little addressed problem of ‘dark patterns’ – strategies to manipulate users into selecting options that serve the interest of service providers, not users (Gray et al. 2021). In this sense, the historical focus on individual control over data can been seen to impede collective action against structural injustices and to increase power asymmetries (Prainsack 2020).

Another reason for strengthening collective responsibility and oversight is that in the digital age the benefits and risks of data use do not only affect the people from whom the data come – primary data subjects – but extend to much larger groups – secondary and tertiary data subjects (Taylor 2012; PERVADE 2017). For example, when specific patterns are found in a data set that suggest that people who buy sports goods online have a higher risk of defaulting on their mortgage, this information can be applied to people other than the original group whose data was used to find the pattern in the first place (Dixon and Gellman 2014). While this mechanism is not new – actuarial science in insurance and criminal sentencing in the United States have used this for decades (see, for example, Monahan and Skeem 2016) – the spread of digital practices has made this a much more widespread concern.

Against this backdrop, increasing collective control over data use is particularly important. As noted, data solidarity does not deny that individual control is and remains important in many contexts. Individual control, however, does not go far enough, and it cannot solve some of the most pressing structural challenges. It is not only that collective governance can help to reduce individual ‘decision fatigue’ by engaging communities in privacy management (and ideally also much more upstream in decisions about what aspects of our lives should – or should not – be datafied in the first place). Collective action in the form of legislation can also help address the asymmetries of power and resources. It can help to ensure that the benefits and the risks that emerge from digital practices and data are shared collectively.
Summary box: What is data solidarity?

In addition to ensuring that individuals have meaningful control over how their data is used, the digital era urgently needs better instruments and approaches for collective control as well. This is where data solidarity comes in. By focusing on situations and settings where people act upon what they consider to be their similarities with others, and not on their differences, solidarity gets us out of the unproductive dichotomy between individual interest and collective good. When people enact solidarity or when institutional arrangements, policies and norms enshrine solidarity, this does not mean that individuals are supposed to deny their own needs for the sake of others. Solidarity does not mean that collective needs overrule individual ones. When we accept that people’s needs, interests, and identities are shaped also by their relationships to their human, natural and artefactual environments, then the relationship between self-interest and other-directed concern is not based on a trade-off, but complementary. In this context, solidarity highlights and supports practices, instruments and structures within which people recognise and act upon the needs and interests of others. It supports that such practices solidify into institutional and legal arrangements.

Data uses, not data types, shape risks and benefits

That data can be more easily collected, integrated, and shared in the digital era than in the paper age brings manifold opportunities for new and important insights, but also new risks to people. Traditionally, the key distinction within most regulatory frameworks across the world has been between personal and non-personal data. Moreover, within the category of personal data, certain types of data – such as data on health, sexual orientation, race, or union membership – have been considered particularly sensitive, due to the harm that they can do if they fall into the wrong hands. Many data protection frameworks (such as Article 9 of the GDPR) have special protections in place for this category of sensitive data. Today, any data set – if linked with suitable kinds and quantities of other data sets – can lead to the identification of the person data came from, so that the distinction between personal and non-personal data becomes more and more blurred. Recent studies indicate that individuals are re-identifiable even in country-size location datasets (Farzanehfar et al. 2021). Data can also be used to make inferences about certain groups of people. Seemingly innocuous pieces of information about a person, such as whether she buys sports goods online, or whether she has a telephone landline, could lead to discrimination against this person if it had been found, in other studies or data sets, that these characteristics correlate with supposedly risky, unhealthy, or otherwise costly behaviour. Even data that does not come from humans at all can cause harm to people. For example, if environmental data sets showed higher levels of toxins in a specific area, then people there could face discrimination from insurers based on this information.

For these reasons, it seems misguided to merely speak of specific data types that need special protection. Instead, it is certain types of data use, and the underlying
motivations and goals, that are more or less likely to harm people. From a data
solidarity perspective, the most important distinction is between data use that
generates significant public value without posing unacceptable risks to anyone
and data use that does the opposite. (Some of the authors of this White Papers
are currently involved in developing an online tool for a structured assessment of
such public value; see El-Sayed & Prainsack 2022).

Different types of data use

Data use should be actively supported when it creates significant public value,
meaning that it can be plausibly assumed that it will have clear benefits either for
many people, for society as a whole or for future generations, and that no person
or group is likely to experience significant and undue harm. Moreover, public value
will regularly be more pronounced if the benefits are likely to materialise for un-
derprivileged groups, due to the overall lower baseline and potential size of impact
(Prainsack and Buyx 2016: 497). In this context it is important to adopt a broad and
flexible understanding of underprivileged groups. For instance, adolescents – who
are usually not protected under anti-discrimination laws focusing on gender or mi-
norities – are particularly at risk of harm ‘in the context of their ability to manage
privacy, commercial targeting, reinforcement of gender norms and stereotypes,
and hate and abuse in online environments’ (Kickbusch et al. 2021: 1733).

Considering the expected public value that specific instances of data use create
and the risks that they pose for individuals and groups, data solidarity distinguishes
between four categories of data use. The first (Type A, Table 1) consists of data
use that is likely to create significant public value and does not pose unacceptably
high risks (light blue box). An example is the re-use of previously collected and
de-identified urine samples for disease research in a hospital, or the analysis of
sales data from a supermarket chain in different urban areas to understand vari-
ations in dietary patterns across socio-economic strata by a public health body
seeking to improve school meals. Such data use should receive support – by eas-
ing regulatory requirements where necessary, or by making available public fund-
ing to facilitate such data use.

The second category of data use (Type B, blue box) is unlikely to create significant
public value but also unlikely to do harm. An example is the use of customer pur-
chase data by a clothing company to tailor advertisements to groups with differ-
ent style preferences. If these types of data use create corporate profits, it should
be ensured that some of these return to the public domain.

In the third category (Type C, light grey box) is data use that is likely to create sig-
nificant public value while also posing high risks. For example, if an NGO carried
out research on former organised crime members to learn how barriers for people
reporting on financial crimes could be reduced, this may yield great public value,
but it may also put people at great risk. Another example would be a public trans-
port company that uses fine-grained geolocation data to learn when to increase
the frequency of trains. While this may create significant public value, this may
create serious harm to low-income groups without an alternative means of trans-
port; for example, if the company also uses the same insights to make trains at peak demand times more expensive. In general, data use in this category should not go ahead, unless the data use strategy can be adapted in such a way that the risks can be reduced to an acceptable level. In the latter case, the data use would become an instance of Type B data use.

The fourth category comprises data use (Type D, grey box) that is unlikely to create significant public value, and that also poses high risks of harm. An example would be a social media company exploring how it can instigate people posting hateful content to be more active on their site as they create more traffic. Such data use should be outlawed with fines severe enough to deter even powerful corporations from breaching the law.

Table 1: Overview of different types of data use

The operationalisation of this model in policy and practice requires decisions about who should make assessments and against what criteria. It will be essential to develop rules and norms to ensure that powerful corporate players who exploit the law to their advantage would not be able to claim that everything they do creates significant public value without posing grave risks. At the same time, small and medium-sized data users (individual citizens, small businesses, or non-profits) should not be burdened with additional bureaucracy. One possible solution is to impose different evidentiary burdens on different types of entities. The burden of proof for some types of institutions should be lowered to make up for a potential lack of resources in staff and financial resources (for example, small and medi-
um-sized companies or public institutions). In cases that involve large businesses, the evidentiary standard would require more detailed documentation.

Three pillars for a solidarity-based data governance framework

The framework for solidarity-based data governance proposed in this White Paper has three main pillars, with policy instruments geared to the scenarios and categories of data use explained in the previous section (see Table 1 and Illustration 1).

Pillar I seeks to facilitate data use that is likely to create significant value and unlikely to pose unacceptable risks of harm (Type A of data use in Table 1). Pillar II is devoted to preventing and mitigating harm across all types of data use. While societies need to do their best to prevent harm from occurring in the first place (for example, by prohibiting data uses that are likely to lead to significant harm), it is of key importance that when harm occurs nevertheless, people and communities receive adequate support. For this reason, across all types of data use, harm mitigation instruments should be available to all affected people. These instruments need to be easy and fast to access, and they must not depend on any laws being broken, or on the harmed party being able to prove whose act or omission caused the harm (see Section 5.2). Pillar III aims to strengthen mechanisms of benefit sharing to ensure that some of the profits that emerge from commercial data use come back to the public domain that has enabled the data use via the data work of individuals and public infrastructures, etc. The latter point draws attention to the broader political economy that digital practices are embedded in (see Section 5).

Illustration 1. Three pillars for a solidarity-based data governance framework
3. How is data solidarity different from related concepts?

To illustrate how data solidarity builds upon, complements, or deviates from other relevant concepts, this section outlines the relationship between data solidarity and these other notions.

**Data sharing**

At times, data solidarity is conflated with data sharing. Data sharing typically refers to people or organisations making data available to third parties, regardless of what purpose the data is used for and to whose benefit. Such an equation of data solidarity with data sharing is incorrect. While some instances of data sharing can be an expression or a result of data solidarity, others are not. In other words, not every instance of data sharing serves the purpose of data solidarity. At times, data solidarity can express itself in refraining from making data available to specific entities (for example, powerful private or public corporations). It can also express itself in refraining from recording some aspects of people’s bodies and lives in data in the first place.

Moreover, the notion of data sharing is also very broad. A wide range of diverse activities – from research institutions making interpreted results of genomic research available to participants to customers allowing online companies to use information on how they use their services – all fall under data sharing. This conceptual openness has several advantages. A disadvantage, however, is that it makes it impossible to distinguish between instances of data sharing that benefit people and societies, and those that serve merely the maximisation of commercial profits. For data solidarity, in contrast, this distinction is crucial.

**Digital and data commons**

Commons are social institutions for governing common-pool resources. They are governed by the principles of values of fairness, equality, justice, and sustainability (Bollier and Helfrich 2019). They are characterised by ‘a plurality of people (a community) sharing resources and governing them and their own relations and (re)production processes through horizontal doing in common, commoning’ (De Angelis 2017: 10). Commons have a long tradition in law and history in fields ranging from agricultural land use to forests to educational resources. There has been some debate about the extent to which commons regimes can be applied to intangible resources such as digital data (see, for example, Prainsack 2019). Some authors, however, use the notion of commons in a much wider sense. They subsume under the label of digital commons those resources including data, information, culture and knowledge that have been ‘created and/or maintained online’ (Dulong de Rosnay and Stalder 2020) and that are for public use. Such a wide understanding of commons tends to equate commons regimes, where people jointly own the resource and decide over its use, with open access regimes, where anyone can use the resource as they please and nobody can be excluded (Prainsack 2019).

The digital commons movement was particularly strong in the aftermath of the
banking crisis of 2008, but also when access to scientific literature became increasingly expensive, around the year 2010. All over the world, new volunteer organisations, novel digital formats of participation, non-commercial infrastructures to share resources and new social spaces emerged (Fuster Morell 2011). Their intention was to create an alternative to the hegemonic power structures and markets in a networked society (Dulong de Rosnay and Stalder 2020). The success of these initiatives has been compromised by the commercialisation of many open knowledge resources, and also because actors in research-rich contexts could afford ‘opening up’ their data and resources more easily, and also make better use of data and resources that others had opened up. These issues illustrate once more the limitations of ‘commons’ concepts that are, in fact, open access regimes, which tend to unfold a Matthew Effect: If everything is up to be taken, then those who already have more power and resources can take more of the open resource.

Data solidarity supports commons as a way for people – at local, regional, national, or transnational levels – to jointly own and govern resources (see Section 5.3). It does not support commons that are open access regimes.

**Data altruism**

The concepts of altruism and solidarity are rooted in different – and incommensurable – understandings of how people act in the world. Altruism assumes that people act either in a self-interested manner (selfishly) or in the interest of others (altruistically). Human practice thus appears as a zero-sum game where the extent to which people pursue their own interests comes at the cost of helping others, and vice versa. Solidarity, in contrast, assumes that people’s needs, interests and identities result from their relationships to their human, natural and artefactual environments. Doing something for others does not necessarily take anything away from the one doing it. On the contrary, acting in solidarity with others can empower both the giver and the receiver. While individual self-interest and what is good for others can be at odds, this is not inevitably so. Another difference between altruism and solidarity is that solidarity is relational and bi-directional – that is, it takes place between people – whereas as altruism is unidirectional, going only from a giver to a receiver.

Regarding data altruism, the 2020 proposal for the European Data Governance Act (COM [2020] 767 final; DGA) is of particular relevance. In this proposal, the European Commission defines data altruism as ‘data voluntarily made available by individuals or companies for the common good’. It considers it a core concept to facilitate the collection and the processing of personal and non-personal data for public interests. Data altruism, according to the proposal, means ‘the consent by data subjects to process personal data pertaining to them, or permissions of other data holders to allow the use of their non-personal data without seeking a reward, for purposes of general interest, such as scientific research purposes or improving public services’ (Article 2 [10] DGA).

The draft act suggests that organisations that foster data altruism should be able to become accredited as data altruism entities. To do so, an organisation would
need to operate on a not-for-profit basis and be independent from any entity that operates on a for-profit basis. It would also need to be able to ensure that its activities related to data altruism take place through a legally independent structure, separate from other activities it has undertaken (Article 16).

The draft act also includes a common European data altruism consent form. This form should ‘bring additional legal certainty to granting and withdrawing of consent, in particular in the context of scientific research and statistical use of data made available on an altruistic basis’ (Recital 39 DGA). The ultimate goal of the initiative is to ‘attain a higher level of trust in these services, without unnecessarily restricting these activities, and help develop an internal market for the exchange of such data’ (European Commission 2020).

Most of the current literature on data altruism discusses the European Commission’s legal terminology and explores what a legal framework that effectively encourages entities to donate their data could look like (Kruesz and Zopf 2021). The European Commission’s perspective on ‘altruism’ seems to be underpinned by specific assumptions about how data subjects can be motivated to make their data available ‘for free’. It remains to be seen whether the additional gain of ‘certified trustworthiness’ of registered data altruism organisations and consent form templates will create sufficient incentives for data sharing.

In the wider legal, policy and ethical literature, there is also no common understanding of what data altruism means. Some authors use it as a generic term to refer to a set of values and practices that is closely linked to the concepts of data donation and data sharing. One attempt to define data altruism was made by the TEHDAS (Towards European Health Data Space) project within the framework of the DGA (see above). For these authors, an example of data altruism is what they call data donations, whereby donors transfer intangible property and the right to use proprietary information to a receiving entity without consideration of what the donors will receive in return (TEHDAS 2021: 8f). These authors also posit that the will to make personal data available altruistically is dependent on the existence of legally binding and transparent mechanisms that ensure the protection of the donor’s privacy when processing sensitive personal data (Raj et al. 2020: 2f.). The entities to which people make their data available need to be accountable and trustworthy to the public. When a person feels protected from the consequences of data misuse, the authors argue, they are more likely to hand over their data altruistically.

The recently proposed act on a European Health Data Space (European Commission 2022b) dedicates its Article 40 to data altruism in health. It does nothing more, however, than just referencing the definitions and requirements of the draft DGA.

**Data justice**

Linnet Taylor defines data justice as a concept for national and supranational law-making processes that ensures fairness in the way people are made visible, represented and treated as data producers (Taylor 2017: 1 f), as well as fairness
in the way in which they are subject to data-based decision making in the public and private sector. According to Taylor, legal frameworks that stop at sanctioning visible violations of data protection and civil rights cannot provide justice in cases where violations are invisible to affected individuals or groups (Taylor 2017: 4 ff). Most socially deprived and marginalised groups face a particularly high risk of discrimination due to this lack of visibility (Taylor 2017: 5). A legal framework that enforces an idea of data justice and that is capable of mitigating individual or common risks of privacy violations, according to Taylor, must reach three central goals: It must provide individuals with the legal capacity to know about the collection and the use of their personal data, it must enable a detachment of personal data from automated commodification on global data markets while encouraging the analysis of big data for common good, and it must counteract technical conditions that might lead to intentional or unintentional discrimination, such as while applying algorithms to support decision making by public authorities or private companies. Such rules would allow a shift from individual responsibilities for data protection towards a general public responsibility.

Drawing on the conceptual foundations of different types of justice and the work of Johnson (2016), Heeks and Renken (2018) developed a multi-perspective framework for evaluating conditions of (in)justice that arise from data practices in the field of sustainable development. The first is a procedural perspective that is primarily concerned with the means by which data is extracted, stored and processed. Individual data subjects should have some degree of control over how their data is made available to those who use the data (Heeks and Renken 2018: 92-93). Similar to Taylor’s (2017) second pillar of data justice, Heeks and Renken argue that individuals who are potentially affected by data processing should have a certain degree of control by being able to opt in or out, or more broadly by being able to control the terms of their engagement. This can be realised in terms of a need for consent to the entire chain of data processing, or it can be extended to require all processes being performed in a consistent and unbiased way and to provide individuals with legal means to effectively challenge errors (Heeks and Renken 2018: 93).

Second, a rights-based data justice perspective echoes Taylor’s (2017) first pillar of data justice, which addresses the question of who is made visible through what types of data and to whom. In this view, (in)justice plays out not only in the way in which people are granted the right to withhold certain information about themselves but also in the way in which they can make themselves seen (that is, when it comes to the distribution of public goods based on certain eligibility criteria). Those who are made visible should be able to determine what is known about them and whether they want to give away their data for a particular purpose at all. The right to data inclusion (in terms of an extension of the freedom of expression), in contrast, implies that everyone has a right to be represented in a data set, even if one’s opinions or characteristics constitute outliers to a collective average (Heeks and Renken 2018: 94).

* In the EU, Article 22 of the GDPR is probably the most prominent example to achieve these goals.
Third, an instrumental data justice perspective is concerned with the (in)justice produced by the outcomes of data practices. With this approach, data rights for their own sake are meaningless. Instead, we should focus on the purposes and effects of data use and whether they comply with, or advance, societal core values found in constitutions or in wider notions of social justice (Heeks and Renken 2018: 92).

Besides these three classical justice perspectives, Heeks and Renken (2018, adapting Young 1990) make the case for a structural data justice perspective, which critically attends to the power relations that data governance is embedded in. Here, data governance is assumed to reflect an extension of political struggles into a digital sphere. Data injustice is the result of structural conditions that shape wider societal relations of which data extraction and processing has become one part. This fourth approach is especially concerned with how access to certain types of data are distributed between the Global North and South, for example, or how individuals’ legal status impacts a government’s use of their data (Heeks and Renken 2018: 96).

Let us now turn to data solidarity and its relation to data justice. Braun and Hummel (2022) argue that data solidarity is a necessary, catalytic element for data justice. They hold that whenever injustices in the realm of data-driven practices arise and lead to individuals or groups being discriminated against or marginalised, there is a need for shared practices of solidarity to address these injustices. In this sense, data justice depends on shared practices of hearing the voices of others (in particular, those who are marginalised) and treating their concerns as collective problems. Braun and Hummel believe it necessary that people engage in shared practices of attending to and acting upon the concerns of others for sustainable real-world arrangements of data justice.

Moreover, data solidarity can play an important role in discovering and identifying injustice (Hummel and Braun 2020). Often people will become aware that they have been subjected to injustice only when they consider their experience in comparison to the experiences of others. Likewise, observers might be alerted to potential injustices experienced by certain individuals or groups on the basis of observing the expressions and the formation of movements of solidarity. Thus, it is important that practices of solidarity within a society are recognised as also epistemically valuable in identifying and addressing injustice (and thus indirectly reinforcing the content of justice).

Having said this, solidarity is not ‘automatically’ directed towards justice. Dedicating ourselves to the ends of certain individuals or groups does not always lead to arrangements that are just. For solidarity to unfold its catalytic potential towards a more just society, it needs to be inclusive rather than exclusive, spanning a wide range of people instead of being limited to exclusive groups of people bound together by characteristics that are unachievable for most.

Data donation
Legal definitions of the concept of donation, leading back to ancient Roman law, focus on the following element: The owner of a thing transfers it to another person or entity without expecting anything in return. The latter aspect – that something is given without demanding or even expecting anything in return – tells us two things about donations. First, they are outside of the commercial domain, meaning that no economic profit motive is attached to a transfer. Second, donations are not reciprocal in a direct and linear manner – even if they, like all other gifts, are embedded in networks of mutual moral and social obligations (Carrier 1991). Instead, donations are indirectly reciprocal. In addition, donations are also rivalrous and consumable. If a person donates money to a hospital, then they cannot give the same money to disaster relief. If someone donates a kidney to one person, they cannot donate the same kidney to somebody else. Traditionally, donations have entailed that there is a consumable thing that is transferred from one entity to another. Can the same be said for data, and especially digital data?

One of us has argued that digital data is best described with the term simultaneity (Prainsack 2019). Simultaneity captures the characteristic of digital data of being able to be in more places than one at the same time, in leaving traces even when they are ‘deleted’, and of being able to be copied and used by several people at the same time, independent of what the others are doing. This raises the question of whether we can transfer something that is simultaneous – can a person ‘donate’ their phone records to a research project or their DNA information to a biobank? In the case of post-mortem data use, there is a clear case to be made for the use of the term ‘donation’ over ‘sharing’ (Krutzinna and Floridi 2019), because sharing implies that both the entity who shares the data and the party with whom it is shared can access and use the data. If a person shares their car with someone else, both parties can use it. If they share an apartment, they can both live in it. In the case of post-mortem data use (resting upon the informed consent of the donor prior to their death), such a kind of sharing is not possible as the donor is no longer able to jointly use anything. But the use of the term donation is more contentious beyond the context of post-mortem data. It is especially confusing when it is used in a context where people give something to others that they continue to have access to – such as when a person allows data from their mood diary to be used for research.

Whether or not a specific instance of data donation is also solidaristic depends on the motivation of the donor and on the purposes and contexts that the data is used for (see Section 2). In brief, while most types of data donation are solidaristic practices, not all instances of data solidarity are data donations.

**Digital (and data) sovereignty**

Digital sovereignty (sometimes also called data sovereignty) is not a clearly defined concept. Very different issues come together under this term and diverse questions are discussed under its remit: What form of control do data subjects need over their data for sovereign handling of data, and how can such control be implemented? How can states or international organisations be in control of the material and immaterial digital infrastructures? The notion of data sovereignty can
refer to control over data on the side of different actors, from individual consumers, digital firms, to entire societies and countries, sometimes leading to conflicting claims of data sovereignty at these levels. Based on their different approaches to key issues of data control, Gao suggested to classify the data sovereignty regimes of three major jurisdictions in the world – the US, China, and the EU – as firm sovereignty, state sovereignty and individual sovereignty respectively (Gao 2021). Data sovereignty is also prominently debated in the context of the design of IT architecture and/or laws governing data processing.

In virtually all accounts, digital sovereignty aims at increasing the control and power of collective actors over data, whereby the type of power in question – unlike in classical concepts of sovereignty – is not brute force or arbitrary power, but closely linked to goals of inclusiveness, deliberation and the fundamental rights of the persons concerned. This, of course, raises the question whether or not the term data sovereignty is a misnomer (McDonald 2022).

One important field of development and debate on the concept of digital sovereignty is Indigenous data and knowledge. Information related to traditional, Indigenous and local knowledge on, for example, river systems, fisheries management, disaster prevention and exploitation of natural resources is being digitised by the public and private research entities that execute access and ownership of data. In many cases, the rights of Indigenous communities remain limited and reinforce ‘knowledge colonialism’ (Saxinger and First Nation of Na-Cho Nyak Dun 2018). Scientists’ misconceptions of knowledge sharing have been addressed in 2007 and again in 2014 by the Canadian-based First Nations Information Governance Committee and the First Nations Regional Health Survey, based on first documents developed in 1998 (First Nations Centre 2007; First Nations Information Governance Centre 2014: 2). They developed the OCAP (Ownership, Control, Access, and Possession) guideline tool for local communities to facilitate research on their land. This policy, which is also meant to serve as a guide for researchers, demands doing away with ‘[s]ocial research [that] was used as ‘an instrument of oppression, imperialism and colonialism’ (First Nations Information Governance Centre 2014: 3). Noting that ‘[n]egative experiences have led First Nations to feel distrustful and reluctant to participate in social research. Past research practices were often disrespectful, damaging and stigmatizing to First Nation people’ (First Nations Information Governance Centre 2014: 3). OCAP also insists that First Nations should assert their authority over all research concerning their communities: ‘This includes the right to make decisions about what, why, how and by whom information is collected, as well as how it will be used and shared’ (First Nations Information Governance Centre 2014: 4).

Prominent voices for the recognition of Indigenous data sovereignty come from Aotearoa/New Zealand, Australia, Canada and the United States (Kukutai and Taylor 2016). Moreover, Article 4 of the UN Declaration on the Rights of Indigenous Peoples (2007) enshrines the right of Indigenous peoples to self-determination, including the right to autonomy and self-government. At the same time, Article 5 recognises Indigenous peoples’ right to maintain and strengthen their distinct institutions while retaining their right to participate fully in the political, economic,
and cultural life of the state. Cultural life encompasses science and participation in scientific progress, which are indispensable for enjoying human rights on equal footing with others.

To the extent that data/digital sovereignty seeks to increase collective control and oversight over data, it shares a key concern with data solidarity. In particular, data solidarity is closely aligned with the ontologies and demands of Indigenous data sovereignty. In contrast to some understandings of data or digital sovereignty, however, that focus on the state controlling digital data and resources, data solidarity is not primarily focused on the state as a collective actor (also because states have been part of the problem that we are now trying to solve).

**Digital humanism**

Following the historical notion of Renaissance and Enlightenment humanism, today, humanism is often considered as a guiding principle for human interaction. In the context of digital practices, it is often used to refer to human-machine interaction that is anthropocentric, and that is respectful of values such as privacy, dignity, or solidarity (see Autili et al. 2019; Fry 2019; Mittelstadt et al. 2016; Werthner et al. 2022).

Scholars and practitioners in the field of digital humanism work on a range of questions such as: How can humanistic values be translated into tools for governing data practices in the public and private sector? What requirements must be set, for example, for the application of algorithmic decision making to avoid that the quest for technological efficiency and economic growth hurts fundamental human rights? These questions make the protection of human rights a crucial subject of data governance.

An example is the Vienna Manifesto on Digital Humanism (2019). This document, to which scholars and practitioners from a wide range of fields contributed, defines digital humanism as the linking of humanistic ideals with critical thoughts about technological progress. It treats digital humanism as an interdisciplinary approach to the complex interplay of technology and humankind for a better society and life, fully respecting universal human rights. Technical innovative power must be human-centred. The increasing transition of data-based human decision making towards complex automated systems is often driven by the assumption that such systems outperform human mathematical and analytical skills, especially regarding pattern recognition based on large-scale data. The transition to digital decision-making systems may reach a point at which human judgment has been crowded out by machine ‘action’ (Nowotny 2022: 320). Digital humanism opposes such an understanding of supposedly ‘autarchic technological development’ (Nida-Rümelin 2022: 74). Neidhart and colleagues see digital humanism as ‘an approach to counteract negative effects of the digital transformation, [that] aims to foster the control and the design of digital infrastructure in accordance with human values and needs’ (Neidhart et al. 2022: 335). In this context, digital humanism emphasises the exclusive human abilities to determine the purposes of computational problem-solving mechanisms by shaping the premises and...
values being applied in them. When policymakers as well as users are aware of these abilities, this can encourage them to focus on the opportunities that digital technologies provide to improve human living conditions, given the premise of a legally binding normative demand to use technological innovation for this very purpose. In other words, digital humanism does not reject digitisation, but it uses ‘the potentials of digitalization that relieve the burden of unnecessary knowledge and calculations in order to give people the possibility to concentrate on what is essential and contribute to a more humane and just future for humanity’ (Neidhart et al. 2022: 335).

While data solidarity shares a lot with digital humanism, it is not limited to humanism in terms of the substantive values that it draws upon.

**Open Data and Open Science**

Open Data describes any data that can be freely accessed, (re)used and shared by anyone without restrictions. Open Data has been developing as a movement for decades (Kitchin 2014) and has gradually influenced public policies at the national and international levels (see, for example, the adoption of the International Open Data Charter). The primary focus is facilitating the disclosure of publicly held data in open repositories in a machine-readable format. To this end, countries develop Open Data portals and Application Programming Interfaces (APIs) that enable businesses and researchers to access and process administrative data efficiently. Open Data is considered a vehicle for developing science, technology, innovation, and the economy. In this context, it has also been recognised by the United Nations as an initiative that can significantly contribute to achieving the Sustainable Development Goals (Szozskiewicz 2021).

Open Data remains closely related with Open Science. The latter combines various concepts, movements and practices aiming to make scientific knowledge openly available and accessible to everyone (SC-PCB-SPP/2021/OS/UROS, para. 6). Openness refers primarily to the absence of cost barriers, but it also extends to informal barriers related to the discoverability of data, digital skills and available resources. What is to be made openly available are mainly to the means and outputs of knowledge production, particularly academic publications and scientific data. The latest policy instruments also apply to algorithms, source codes, software, and workflows (OECD/LEGAL/0347).

Open Science has already influenced policies at the international and national levels. For example, the OECD (2021a) and UNESCO (2021a) have adopted recommendations in this matter. Although this concept encompasses various research outputs, data accessibility remains at the heart of the policies. Examples include recent developments in Latin America. Since 2016, Argentina has been facilitating the accessibility of scientific data by implementing a national strategy and regulatory initiatives. The Argentine Science and Technology Information Portal currently contains more than 100,000 open access publications and scientific data, including biological, genomic and satellite images. The data released encompasses scientific data produced by publicly funded projects, including research and
development projects co-financed with public funds (Luchilo et al. 2018: 11). In Colombia, the Biodiversity Information Systems launched in the early 2000s facilitates access to biodiversity data. The repository includes publicly and privately funded scientific data. Today, Colombian and other Latin American companies are among the most active depositors of biodiversity data to the Global Biodiversity Information Facility (Figueira et al. 2022).

Especially insofar as the facilitation of data use that creates significant public value is concerned, Open Science shares important goals with data solidarity. At the same time, as critical scholarship has emphasised, openness is not an end itself. If Open Science is not put in the service of substantive goals such as increasing equity and justice, it could have merely cosmetic effects and even contribute to the exacerbation of the gap between researchers and publics in resource-rich and resource-poor contexts (see Levin et al. 2016; Bezuidenhout et al. 2017; Nerlich et al. 2018).
4. Data solidarity in existing legal frameworks

Solidarity and data solidarity at the United Nations (UN)

The legal framework for international solidarity is derived from three general UN sources: the Charter of the United Nations, the Universal Declaration of Human Rights and international human rights treaties. After incorporating input from numerous consultations, the UN Independent Expert on human rights and international solidarity submitted a draft declaration on the right to international solidarity in 2017 (A/HRC/35/35). In its opening provision, international solidarity is defined as ‘the expression of a spirit of unity among individuals, peoples, States and international organizations, encompassing the union of interests, purposes and actions and the recognition of different needs and rights to achieve common goals’ (A/72/171, para. 33). Although data is not expressly mentioned in the draft declaration, its role has been discussed in the thematic report related to COVID-19. The Independent Expert has noted that the waiver from the specific provisions of the TRIPS Agreement between India and South Africa, including the protection of medicine test data constituted a positive expression of international solidarity (A/HRC/47/31, para. 42).

The concept of solidarity forms a basis for the work of the United Nations Educational, Scientific and Cultural Organization (UNESCO). The organisation treats solidarity as an essential way to address challenges in the domains of science and culture that cannot be effectively tackled at the level of individual states, such as the preservation of biodiversity, cultural heritage, or scientific progress. The constitution of UNESCO considers the ‘intellectual and moral solidarity of mankind’ as one of the foundations for peace and security. Solidarity is also evoked in the context of addressing asymmetries between people living in low-resource conditions and those that lead privileged lives, as well as the need to establish international institutions and instruments to address global challenges such as climate change or pandemics (see, for example, Elungu 2009). The concerns about the complex character of challenges leading to increasing inequalities worldwide remain valid in the digital era (Ragnedda and Gladkova 2020).

To address challenges posed by digital transformations, UNESCO recently adopted several recommendations including guidance on the obligations of member states related to data governance and international cooperation in this matter. The Recommendation on Open Science (2021a) highlights the obligation of member states to promote international cooperation in the context of open science, including universal access to the outputs of science, data included, to reduce digital, technological and knowledge gaps between states and communities (SCP-PCB-SPP/2021/OS/UROS, par. 22). The Recommendation on the Ethics of Artificial Intelligence (UNESCO 2021b) underlines the need to facilitate fair access to AI technologies to address challenges to the diversity and interconnectivity of cultures and ethical systems (SHS/BIO/PI/2021/1, preamble). In this context, UNESCO stresses the ‘responsibility of solidarity with the least advanced’ to ensure that everyone benefits from scientific progress (SHS/BIO/PI/2021/1, par. 28).
responsibility is crucial in tackling global health risks and uncertainties (SHS/BIO/PI/2021/1, par. 121).

Both recommendations seek to strengthen the democratisation of knowledge and access to publicly funded data. They also encourage states to engage and collaborate with business actors to expand the scope of Open Science principles to the private sector (SC-PCB-SPP/2021(OS)/UROS, par. 16g). Another recommendation highlights the unique status of scientific researchers and the obligations of states to incentivize the free circulation of data and to provide institutional and financial mechanisms to support them (39 C/Resolution 85, para. 16a(i)). All UNESCO instruments call for the dialogue between various knowledge systems, which could better utilise traditional knowledge of members of Indigenous groups and local communities while also recognising their rights as knowledge holders (SC-PCB-SPP/2021(OS)/UROS, par. 11). This recommendation also resonates with the concept of Indigenous data sovereignty as introduced above (see Section 1.3).

The principle of international solidarity has been operationalised within the international human rights law framework. UNESCO published a catalogue of cultural rights enshrined in the International Covenant on Economic, Social and Cultural Rights of 1966, which remains the primary source of legally binding human rights obligations for states worldwide. The covenant formulates expressly at least two such obligations: an obligation on ‘the conservation, the development and the diffusion of science and culture’ (Article 15, par. 2) and an obligation to encourage and develop international contacts and cooperation in the scientific and cultural fields (Article 15, par. 4). There was little guidance on the normative content of these provisions for a long time (Chapman 2009).

In 2020, the UN Committee on Economic, Social and Cultural Rights adopted General Comment no 25, aiming to address this gap. Although not legally binding, it contains an authoritative interpretation of the covenant and guides states in its implementation (Azaria 2020; CCPR/C/GC/33, par. 13). General Comment no 25 intends to clarify the relationship between scientific progress and the enjoyment of economic, social and cultural rights. To this end, the committee interpreted several obligations relevant to data solidarity. In line with UNESCO, the committee recognised that publicly funded research findings and data should be accessible to the public, and that states should promote open science (E/C.12/GC/25, par. 16). Ensuring equitable and open access to data also includes an obligation to empower citizens by delivering basic knowledge of science within the education system (E/C.12/GC/25, par. 49). Only then can individuals and communities reap the benefits of data and act as rights-holders instead of merely being the objects of protection. The committee critically assessed existing power asymmetries, in particular data exclusivity regimes included in TRIPS-plus agreements (E/C.12/GC/25, par. 61; WHO 2017) and excessive capacity of some business actors to exploit Big Data (E/C.12/GC/25, par. 76). To this end, the committee encouraged states to ‘regulate the ownership and control of data according to human rights principles’ (E/C.12/GC/25, par. 76). When considering the periodic report of the Czech Republic in 2022, the committee also specified that the data should be released in compliance with the FAIR principles of data management, requiring that data should
be findable, accessible, interoperable, and reusable (E/C.12/CZE/CO/3, par. 51c).

All these elements suggest that the committee perceives the ability to use some types of data (at least publicly funded data) as creating public value that should outweigh particular intellectual property rights. At the same time, its approach to privately funded data is more nuanced. The committee explicitly stated that the intellectual property framework should never lead to denial or restriction of the right to enjoy the benefits of scientific progress stipulated in Article 15 of the covenant (E/C.12/GC/24, par. 24). The committee also provides several practical examples that would constitute a violation of the covenant, including the restriction of access to essential medicines or productive resources such as seeds. In this context, the intellectual property protection of privately funded data would need to be assessed on a case-by-case basis, considering such elements as the impact on the enjoyment of human rights (for example, data on COVID-19 and its impact on the right to health), the financial burden of data production or the impossibility to reproduce certain research data. The latter could be of specific relevance as many of the data sets are unique and cannot be reproduced (Wolkovich et al 2012).

European Union

Within the European Union, solidarity plays an important role in primary law (the EU treaties). In particular, solidarity is the heading of Title IV of the Charter of Fundamental Rights, which deals with collective rights such as fair and just working conditions, health care and consumer protection. In sources of secondary law (Laws issued by institutions of the EU), however, references to solidarity are scarce. There is virtually no mention of solidarity in connection with digital practices, even though the EU has been very active in shaping digital infrastructures, particularly since the start of the European Commission headed by Ursula von der Leyen in 2019. ‘A Europe fit for the digital age’ is one of its six top priorities and a cascade of legislation has been proposed in the last few years. Most proposals are currently under negotiation between the European Commission, the European Council, the European Parliament, and other stakeholders.

There is no shared concept of data solidarity enshrined in these different pieces of legislation. They also target different domains of practice and policy (some of them economic, others driven by human rights protection), with many of them trying to mitigate risks or to change undesirable practices in digital societies. The term solidarity is not used in the DGA, the Data Act, the Artificial Intelligence (AI) Act, the European Health Data Space, the Digital Services Act and the Digital Markets Act. Instead, solidarity regulation is delegated from general legal provisions for executive measures to be undertaken by a competent authority. The authority is the agent that shall bring solidarity into life. Many of the proposed acts have in common that they do not regulate aspects of data solidarity directly but foresee the establishment of new authorities that will monitor and steer data usage scenarios in the spirit of solidarity. For example, the monitoring and supervising of compliance is the main task of the authority foreseen in Article 21 of the DGA (European Commission 2020). According to the European Health Data Space regulation, member states must set up a digital health authority (Article 10) that has to
cooperate with the European Health Data Space Board (which is, in turn, regulated under Chapter 6 of the draft). The AI Act (COM/2021/206 final) foresees the creation of a ‘national supervisory authority’ to which each member state will assign the responsibility for the implementation and application of this regulation, for coordinating the activities entrusted to that member state, for acting as the single contact point for the European Commission and for representing the member state at the European Artificial Intelligence Board (Article 3 (42)). In particular, providers of high-risk AI systems would have to provide that authority with all the information and documentation necessary (Article 23). Similarly, the European Data Act (COM(2022) 68 final) foresees that each member state will designate one or more competent authorities as responsible for the application and enforcement of this regulation (Article 31). The Digital Services Act and Digital Markets Act also delegate application and enforcement to competent authorities.

The most relevant example for this approach, the DGA, seeks to support the exchange of personal and non-personal data by taking measures that are supposed to increase trust, and in particular by establishing competent bodies (Article 7) and single information points (Article 8) in each member state. In the words of the European Commission, this ‘approach is designed to ensure that data sharing services function in an open and collaborative manner, while empowering natural and legal persons by giving them a better overview of and control over their data. A competent authority designated by the Member States will be responsible for monitoring compliance with the requirements attached to the provision of such services’ (European Commission 2020). Competent bodies will, as a rule, have to decide on requests for data re-use within two months (Article 9).

**China**

Before exposing elements of the three pillars introduced above in Chinese law, let us briefly look at the current state of data protection in law in China. In recent years, a series of laws, regulations, standards and specifications related to data protection have been issued in China.

First, at the national level, the National Security Law, the Network Security Law (commonly known as the Cyber Security Law), the Data Security Law and the Personal Information Protection law have jointly built a basic ‘legal fortress’ for data protection. Second, at the local level, 18 provinces and cities have published relevant data regulations to promote the application of big data and data solidarity. Among them, Anhui, Fujian, Guizhou, Hainan, Heilongjiang, Jilin, Liaoning, Shan-dong, Shanxi, and Tianjin have issued regulations for big data, and Chongqing, Shanghai, Shenzhen, and Zhejiang have issued regulations for data processing more broadly. In addition, Guangxi, Henan, Jiangxi, Sichuan, and others have published drafts of relevant data regulations. The relevant data legislation in various regions is based on promoting data utilisation and industrial development.

As a next step, we will look at regulations that can facilitate the incorporation of
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the data solidarity framework.

**Pillar I: Facilitating data use that creates significant public value**

Open public data is a principle that is widely recognised in the fundamental data laws in China. For example, according to Article 18 of the 2016 Cyber Security Law, ‘the state encourages the development of network data security protection and utilization technologies, promotes the opening of public data resources, and promotes technological innovation and economic and social development’. Similarly, the 2021 Data Security Law also includes the following two provisions:

Article 41: State organs shall follow the principles of impartiality, fairness, and convenience for the people, and promptly and accurately open government data in accordance with regulations, except those non-open as required by the law.
Article 42: The state formulates a government data open catalog, builds a unified, standardized, interconnected, safe and controllable government data open platform, and promotes the open use of government data.

In line with the principles under the two laws, China’s Central People’s Government also issued the Guiding Opinions of the State Council on Strengthening the Construction of Digital Government in June 2022, which included as one of the top priorities for the government to ‘build an open and shared data resource system’, with the detailed plan as follows:

Compile a public data open catalog and related responsibilities list, build a unified, standardized, interconnected, safe and controllable national public data open platform, open public data by classification, promote the development and utilization of public data resources in an orderly manner, and improve the use of public data in various industries and fields. The ability to promote economic and social development. Promote the ‘unified acquisition and sharing’ of social data, realize the sharing and sharing of data across regions, departments, and levels, and improve the efficiency of data resource use. Promote the integration and application of public data and social data, and promote the circulation and utilization of data. (State Council of the People’s Republic of China. 2022)

While such a national public data open platform is yet to be established, several local governments have taken the lead in data sharing and opening. Shanghai is one of the vanguards of China’s digital economy. The Shanghai Data Regulations took effect on 1 January 2022. They focus on three aspects: data rights protection, data circulation and utilisation, and data security. In terms of public data, the regulations aim to improve the public data resource system, formulating public data resource planning. Based on big data resource platforms through Shanghai’s big data centre, the regulations try to establish a unified public data directory management system throughout the city, and to promote public data sharing and opening based on the big data resource platform.

Zhejiang Province plays a big role in China’s digital economy as it is the home to
the digital giant Alibaba. Its Regulations on Public Data clearly define the scope of public data and the norms of platform construction and data collection. The regulations specify that the data collected and generated by Zhejiang’s public authorities, organisations authorised by laws and public service operation units – such as for water supply, power supply, gas supply and public transport – in the process of performing their duties or providing public services are public data. According to the application requirements of the province, the data provided by Zhejiang’s administrative agencies and relevant state departments such as those of taxation, customs and financial supervision fall under the remit of public data as defined in the regulations. The regulations point out that the sharing of such public data between public administration and service entities should be the rule, and not the exception.

The term ‘public data opening’ as mentioned in these regulations refers to a public service that provides public data to natural persons, legal persons, or organisations without legal personality according to law. Public data ‘opening’ (in the sense of data provision) should follow the principles of fairness, high quality and convenience to the people and public data can be divided into unconditional open data, restricted open data, and prohibited open data. Public data should not be opened under any of the following circumstances:

1. If it endangers or may endanger national security after the opening.
2. If the public interest may be damaged after the opening.
3. If it involves personal information, trade secrets or confidential business information.
4. If the data acquisition agreement stipulates that it shall not be opened.
5. It shall not be opened to the public according to laws and regulations.

The public data specified in Item 3 may be included in the restricted open data or unconditional open data under any of the following circumstances:

1. If the public data involving personal information has been anonymised.
2. If the public data involving trade secrets or confidential business information has been desensitised.
3. If public data involving personal information, trade secrets or confidential business information has been authorised to be opened by a specific natural person, legal person or organisation without legal personality according to law.

The provincial department in charge of public data is tasked – in conjunction with the provincial departments of cyberspace, public security, economy and information technology – with formulating technical specifications for desensitisation and declassification of public data.

At the same time, to integrate public data platforms, Zhejiang’s regulations put forward six requirements:

1. Building an integrated digital infrastructure.
2. Building an integrated and shared open channel through which public management and service institutions should share open data, rather than build new channels.
3. Building an integrated digital resource system as a whole to promote the intensive management of public data, applications, components and computing power, and to realise the multi-party circulation of data.
4. Building an integrated data resource system in the form of a unified provincial basic database and a provincial, city and county level thematic database.
5. Establishing an integrated data catalogue system.
6. Building an integrated data standard system to achieve unified standards for public data platform construction, public data processing and security management.

As the first national big data experimental zone in China, Guizhou is also the first province to legislate on big data. It has successively formulated and issued regulations such as the Regulations on Big data Security and the Regulations on Promoting the Development and Application of Big Data. The Regulations on Data Sharing and Opening came into force on 1 December 2020. They define government data, government data sharing and government data opening. All types of data created or received by administrative bodies while carrying out their legal obligations are referred to as government data, which is divided into three categories: unconditional sharing, conditional sharing, and non-sharing. Unconditional sharing applies to data that can be shared with all administrative bodies. Conditional sharing applies to data that can be shared fully or partially with pertinent administrative bodies. Non-sharing applies to data that cannot be shared with other administrative bodies.

Many provinces, including Tianjin, Hainan, Shanxi, Jilin and Anhui, have successively introduced relevant laws and regulations to promote the application of big data, which form the basis for data solidarity.

*Pillar II: Harm prevention and harm mitigation*

Although non-sharing provisions could be seen as ways to prevent harm, there are no instruments for harm mitigation in the sense of supporting people who have experienced harm beyond legal redress (see e.g. Chapter 6 of the Data Security Law, and Chapter 7 of the Personal Information Protection Law).

In terms of legal redress, the regulations of Shanghai specify that if the handling of personal information violates their provisions and infringes upon the rights and interests of many individuals, the people's procuratorate, the Municipal Commission for the protection of consumers’ rights and interests and the organisations determined by the state Internet information department may bring a lawsuit to the people's court according to law.

In terms of policing data users, the regulations of Zhejiang, for example, specify
that the public management and service institution and the public data department should order a natural person, legal person, or organisation without legal personality to make corrections and temporarily close their authority to obtain relevant public data if they are under any of the following circumstances:

1. Using data beyond the scope agreed in the public data open utilisation agreement without consent.
2. Failing to take security measures in accordance with the public data open utilisation agreement and the security commitment.
3. Seriously violating the public data platform security management norms.
4. Otherwise seriously violating of the public data open utilisation agreement.

If the required corrections are not made, the authorities should terminate the opening of relevant public data.

The Regulations of Guizhou Province on Promoting the Development and Application of Big Data say that those who illegally collect and sell data involving national interests, public security and military scientific research and production in violation of the provisions shall be punished in accordance with the provisions of relevant laws and regulations. If the illegal collection or sale of data involving trade secrets - or personal privacy - does not constitute a crime, the illegal gains should be confiscated and a fine of not less than one time but not more than ten times the illegal gains should be imposed. If there are no illegal gains, a fine of not less than 10,000 yuan but not more than 100,000 yuan should be imposed.

Pillar III: Sharing the profits of corporate data use with the public

Currently China does not have regulations requiring the sharing of profits from corporate data use with the public. On the contrary, businesses focused on big data receive tax incentives for relocating to specific areas of China as well as start-up financial support. For example, under the Regulations of Guizhou Province on Promoting the Development and Application of Big Data, big data enterprises that comply with the provisions of the national tax preferential policies enjoy tax incentives, and high-level talent or employees of corporations using big data who have paid the required amount of personal income tax annually will receive tax cuts. However, this may change in the future. For example, in November 2021, the former Vice-Chairman of the National People’s Congress Financial and Economic Committee Huang Qifan suggested to tax 20-30% of the profits of digital platforms (Sina.com 2021).

India*

There are several ways in which data solidarity could be seen as manifested in Indian law and regulation.

---
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Pillar I: Facilitating data use that creates significant public Value

The relevance of the idea of solidarity-based governance in India is demonstrated by the recent surge in draft policies that seek to exploit government and private databases for public value (see Prime Minister’s Office 2022). These policies include the India Data Accessibility and Use Policy, a draft of which was released in February 2022 (Ministry of Electronics and Informational Technology 2022a); the Health ID number under the Ayushman Bharat Digital Mission, for which a revised Draft Health Data Management Policy was released in April 2022 (Ministry of Health and Family Welfare and National Health Authority 2022), and the National Data Governance Framework Policy (NGDFP), a revised draft of which was released in May 2022 (Ministry of Electronics and Informational Technology 2022b). Each of these seeks to create databases that can be used for public value generation, through better health care services, incentives for Indian AI-based tech startups or the promotion of AI research. For example, the NGDFP provides for the creation of a ‘non-personal data based India Datasets program and addresses the methods and rules to ensure that non-personal data and anonymised data from both Government and Private entities are safely accessible by Research and Innovation eco-system.’ (Ministry of Electronics and Informational Technology 2022b: 2). This would be managed through an entirely new institution, the India Data Management Office (IDMO).

Pillar II: Harm prevention and harm mitigation

While India does not have an omnibus, pan-sectoral data protection regulation akin to the EU’s GDPR, one is being developed. Drafted initially as the Personal Data Protection Bill, 2019, it provides an excellent example of ex post support for those who have suffered harm through an ex ante law. It contains a broad definition of harms (see Section 4) arising out of the processing of personal and non-personal data, which includes: bodily or mental injury, identity theft, financial harm, discriminatory treatment, denial or withdrawal of service and restriction of speech through the chilling effect of surveillance. As a remedy, individual data subjects have the right to seek compensation under Section 64. In its review of the draft bill, the Joint Parliamentary Committee (JPC) in its report in 2021 not only approved this measure, but also broadened the definition of harm to include ‘such other harm as may be prescribed’ (Lok Sabha Secretariat 2021: 54-55).

Another aspect of mitigating harm in the draft law, which overlaps with data sovereignty, is the concept of data localisation. Specifically, the law prescribes several limitations on cross-border data transfers for sensitive personal data and ‘critical personal data’, where the former aligns with the GDPR’s idea of sensitive data. At the same time, the latter is an entirely new concept. The JPC largely agreed with the principle of data localisation, enumerating several benefits that include safeguarding privacy, employment generation and bargaining power to encourage data-based innovation – thus overlapping with the first pillar of solidarity-based governance. The abovementioned draft policies released in 2022 do not conform to the idea of solidarity-based data governance in the sense that they associate risk with data types. Specifically, each policy seeks to also minimise risk by focusing on
non-personal data or data anonymisation standards, which are not yet prescribed.

**Pillar III: Sharing the profits of corporate data use with the public**

While the draft bill and policies in India discussed above seek to enforce the creation of public value through data, they do not impose sharing obligations on the private sector, instead choosing to encourage voluntary sharing. For example, one of the roles of the IDMO is to ‘enable and build the India Datasets program, which will consist of non-personal and anonymised datasets from the Government entities that have collected data from Indian citizens or those in India. Private entities will be encouraged to share such data.’ The Draft Health Data Management Policy for the Ayushman Bharat Digital Mission goes even further by providing for specific procedures through which data controllers (termed ‘data fiduciaries’) may share de-identified or anonymised data ‘for the purpose of facilitating health and clinical research, academic research, archiving, statistical analysis, policy formulation, the development and promotion of diagnostic solutions and such other purposes’ (p. 25).
5. Policy instruments for solidarity-based data governance

This section outlines what types of policy instruments are needed to complement existing laws and policies to realise and strengthen data solidarity through the proposed governance framework. As noted above, the key aim of data solidarity is to ensure that risks and benefits in digital societies are born collectively and fairly. Acknowledging that everyone is contributing to the profits that are made on the basis of digital data, it starts with more public support for those kinds of data use that are likely to create significant public value. It also seeks to prevent harm by outlawing those practices that do not create significant public value and pose unacceptable risks. When and where harms still occur, efficient harm mitigation strategies need to be in place to support affected people and groups. And finally, as noted above, in cases where private profits are accrued by digital data, some of these need to be shared with the people, communities and societies that enabled them in the first place.

5.1 Pillar I: Facilitating data use that creates significant public value

The first pillar of the proposed solidarity-based data governance framework aims to facilitate data use that creates significant public value without posing unacceptable risks. The criteria for such assessment are unfortunately not straightforward. Popular definitions, such as Talbot’s ‘[p]ublic value is what the public values’ (2006) provide only minimal guidance when applied to a specific data use in question. Even seemingly clear-cut cases of publicly valuable data use – for example, the development of an application to assist physicians in the diagnosis of a disease – may entail very high risks. For instance, in 2016 DeepMind, an Alphabet subsidiary, announced a collaboration with the Royal Free London NHS Foundation Trust. The goal was to develop an application to help physicians manage acute kidney injury (Powles and Hodson 2017). To develop the app, millions of patient records were transferred from hospital trusts to DeepMind. The purpose of the data transfer was limited to the development of the application. However, over time critics voiced concerns about the possibility of DeepMind training other models with the data. They also expressed worry about the parent company linking the data with other Google products (Powles and Hodson 2017). While many may view this data use as creating significant public value without posing unacceptable risks, others view it as creating more harm than good, also because patient privacy and agency were not adequately considered. Whether this risk was so high that it precludes DeepMind’s work on the kidney disease app from being classified as publicly valuable would require a more detailed assessment. To enable such a structured assessment and an approximation of the public value created by a given data use, the authors of this White Paper are currently developing a first iteration of a tool for the structured assessment of public value.

The Finish Data Permit Authority

An example of an institution that aims to facilitate data use that creates significant public value is Findata – Finland’s authority for deciding over access requests to social and health data. It is an independent authority located in the Finnish Insti-
Institute for Health and Welfare, a research and development institute operating under the Ministry of Social Affairs and Health (2022). Findata is tasked with making decisions on data permits held by a number of specified controllers, including public and private service organisers of social and health care (see Section 5). Its role is collect, combine, pre-process and then provide data for secondary purposes. The purposes for which permits may be granted are specified and include scientific research, teaching and development and innovation activities.

It is those purposes that locate (the spirit of) Findata in the first pillar of the solidarity-based data governance framework. Findata is meant to facilitate data use that creates significant public value. The authority is supposed to serve as a single interface for the applicant. Findata describes itself as a ‘one-stop shop for the secondary use of social and health data’ (Findata 2021). Prior to the authority’s commencement of operations in 2020, entities interested in obtaining health and social data were required to contact each individual data controller with an access request. This was a de facto impediment for research as it required large amounts of time and effort on the part of researchers, especially those working for non-profit or small organisations. Findata was set up to improve this situation: Researchers should no longer have to piece together the data sets that they need from different data controllers. Instead, they should be able to turn to Findata, which would collect the data from the different controllers, bundle and anonymise the data, and then make it available to the applicant together with the permit required for use. Accordingly, the administrative burden on the applicant would be significantly lightened.

There are currently a number of issues with the implementation of the Findata’s goals, including long waiting times for permits and data, and the unintended effect of increasing, rather than decreasing, the cost for some researchers who now have to pay for access to platforms for secure data analysis. While these problems pertain to the implementation, there are also a few aspects in the design of Findata that could be improved from a data solidarity perspective. For example, Findata does not distinguish between applicants coming from the for-profit and the non-profit sector. We believe that when assessing the public value of data use, the funding of the core activities of an applicant and the primary purpose of their operations should be taken into consideration. Moreover, the data and the associated permit can only be obtained in return for payment ranging from €250 to €3,000 depending on how extensive the data permit is. This could discourage some types of applicants – especially those without deep pockets – from using the data altogether. Ideally, there should be no cost barriers at all for research uses that are likely to create significant public value without posing unacceptable risks. Last, and most importantly, Findata – and any other entity that receives or provides public funding and support for data use – should be transparent regarding the criteria it uses for their public value assessment. As we argue in this White Paper, only data use that meets the public value criteria – meaning that they are likely to benefit many people without posing unacceptable risks to individuals or groups – should receive public funding and support (El-Sayed and Prainsack 2022). It would be problematic if entities such as Findata ended up facilitating data use that serves business interests more than anyone else.
Another example of a policy instrument that facilitates data use that creates significant public value is the Information Regulator of the Republic of South Africa (2021). It can grant exemptions from the applicability of certain provisions of the Protection of Personal Information Act if at least one of two conditions is met. The first is that ‘the public interest in the processing outweighs, to a substantial degree, interference with the privacy of’ the data subject. The second is that ‘the processing involves a clear benefit to the data subject or a third party that outweighs, to a substantial degree, any interference with the privacy of the data subject’. (Section 37 (1) (a) (b)).

‘Public interest’ in the meaning of Section 37 (1) (a) includes “the interests of national security; the prevention, detection and prosecution of offences; important economic and financial interests of a public body; [...] historical, statistical or research activity; or the special importance of the interest in freedom of expression”. Notably, public interest exemptions are two-pronged. To be granted an exemption, data processing must first be in the public interest (4.2.3.1.1 Guidance Notes), and the public interest must pass a particular threshold. The guidance notes explicitly acknowledge that what constitutes public interest cannot always be answered in the abstract and instead ‘should be assessed on a case-by-case basis’. Broadly, public interest ought to benefit the public at large (instead of merely a few individuals or entities) and ‘should be accepted, imposed or pursued in the spirit of equality and justice’ (4.2.3.1.1 Guidance Notes). The guidance notes do not provide substantive guidance on how to interpret the concept, but they explicate the grounds on which public interest exemptions can be granted. For the grounds of exemption relating to ‘interests of national security’, for example, they require that ‘(i) National security must reflect the resolve of South Africans, as individuals and as a nation, to live as equals, to live in peace and harmony, to be free from fear and want and to seek a better life’.

Applicants fill in an Exemption Application Form and submit it to the Information Regulator online, via e-mail, by post or by hand delivery. They need to provide information about themselves, and make a case that their data use would either create substantial public value or provide clear benefits to data subjects or third persons.

The two-pronged requirement for applicants to show that their instance of data processing is not only ‘in the public interest’ but also passes a certain threshold demonstrates that individual privacy takes primacy. The Information Regulator may also impose conditions linked to a granted exemption, such as that the data may only be processed within a limited timeframe.

The Information Regulator acknowledges the diversity and context-specificity of the concept of public interest and refrains from defining it in a seemingly universal way. Instead, it lists conditions that indicate when an instance of data processing is more likely to be in the public interest or to generate clear benefits for data subjects. This approach allows for understanding the concept in a given context.
over time and paves the way to include new insights and ideas about the meaning of public interest in the future. It could provide a template on which other similar policy instruments may be based.

5.2 Pillar II: Harm prevention and harm mitigation

While data solidarity calls for the full force of the law to prohibit data use that poses unacceptable risks, it also recognises that whenever data is used, including with great benefit for people and communities, there is a risk that individuals or groups are harmed. Data solidarity does not deny this fact, but instead tries to ensure that people who have experienced harm receive support.

Because harm can occur without any laws being broken, or without anyone knowing what or who exactly caused the harm, existing legal redress is not sufficient (McMahon et al. 2020). In the spirit of increasing collective responsibility for the benefits and harms emerging from data use, it is necessary to improve instruments not only for risk minimisation but also for harm mitigation. This section gives examples of what harm mitigation instruments could and should look like.

Harm Mitigation Bodies – the example of Vienna’s Care and Patient Advocacy (WPPA) in Austria

In the EU under the regime of the GDPR as well as in some countries outside the EU, independent bodies that audit data processors, such as the Information Commissioner’s Office in the United Kingdom or the Commission nationale de l’informatique et des libertés in France, can currently issue monetary penalty notices or initiate prosecution. The main remit of these bodies, however, is to monitor the conduct of data controllers and not to mitigate harm inflicted on data subjects. Harms to data subjects can be of a financial, social or emotional nature, each requiring a different type of action to be mitigated, ranging from financial support to the public acknowledgement that harm has occurred and the feeding back of information to data users on how such harms could be prevented in the future.

Against this backdrop, the establishment of Harm Mitigation Bodies (HMBs) has been suggested as a solution in any legal system in the world (McMahon et al. 2020). HMBs are independent bodies that review complaints from people who claim to have been harmed by data use. Secondary data subjects – that is, those who claim to have been harmed by the use of other people’s data – would be eligible to appeal to HMBs. National or supranational law could mandate that every organisation above a particular size (a ‘data-using corporation’) be affiliated with an HMB. Unlike using metrics such as market share, which may be difficult to calculate and ambiguous for the purpose in question, using more straightforward parameters such as annual revenue, budget, and number of staff to determine an organisation’s size would ensure comparability and uniformity. Large organisations, such as multinational companies, could set up their own HMB, while smaller enterprises could submit themselves to the purview of a HMB established at the national level.
HMBs are intended to complement existing legal remedies for people alleging to be harmed by digital data use in any country in the world. Four shortcomings or peculiarities of the applicable laws in most countries demand the need for a complementation of existing legal frameworks by HMBs. First, existing legal redress mechanisms typically protect primary data subjects only; that is, the person whose personal data was used to incur harm to this same person. This, however, is not always fit for purpose. Due to the pervasiveness of digital data, harms may be systemic and affect more than one individual. For instance, a person could be harmed by a predictive analytics system that makes assumptions about them based on insights that the system obtained from other people's data (McMahon et al. 2020: 163). This person would not currently have access to legal remedies. Second, existing legal frameworks in most countries, such as traditional tort-based remedies, require individuals to prove a causal link between the breach of law by the data controller and the harm incurred. As multiple copies of digital data sets exist, it can be extremely difficult or even impossible for individuals to find out and prove which of the data controllers is responsible for the alleged harm. Third, to give an example from the European Union, provided that a data controller has demonstrably taken insufficient precautions to prevent discrimination of persons leading to an establishment of a breach of GDPR, the deterrence effect of the imposable penalties might be insignificant. This means that data controllers could accept that they harm individuals even if there are penalties because paying the penalties is still cheaper for them than stopping the practices that are cause the harm. Fourth – and we continue with the example of EU law - although Article 80 of the GDPR provides for a way for individuals to mandate a non-profit entity with the capacity to file a complaint on their behalf, this is often not easy. This is because mandated non-profit entities may only lodge complaints against harm resulting from breaches of the GDPR and not other harms. In the EU, determining the mechanisms that enable such a complaint is left to the member states. Accordingly, a plethora of possibilities and an accompanying fragmentation are to be expected (McMahon et al 2020: 164).

HMBs ought to fulfil two primary functions. First, they should be a de facto monitoring body due to the harms that people report as occurring to them. Data controllers and public agencies may then access that information to improve the operation of systems of data governance. Second, in specific cases, where people have suffered financial harm and been unable to receive support elsewhere, they should also be able to pay money to harmed parties (McMahon et al 2020: 167). Unlike in formal legal mechanisms, there should be no requirement to prove wrongdoing or direct legal causation of the harms suffered.

HMBs should be established at the national level and exercise oversight over data uses connected to individuals residing in, and data using corporations established within, the national jurisdiction. To cover the operating costs of the HMB, as well as to provide funds for financial assistance to individuals harmed by a data use, all data controllers established in a given territory should contribute a percentage of their profit, or in the case of non-profits a percentage of their funding, to the HMB.

A practical template for an HMB can be found in Vienna’s health care sector (and
which has equivalents in Austria’s other eight states). The Vienna Care and Patient Advocacy (Wiener Pflege-, Patientinnen- und Patientenanwaltschaft – WPPA) offers patients in public clinics as well as residents of care homes free advice and support in all matters relating to health care in Vienna. In line with the envisaged functions of HMBs for data uses, the WPPA has two main functions. First, it supports patients and residents as well as their relatives when they suspect errors in the health care they received and in asserting claims for damages out of court. Second, the WPPA fulfils a monitoring function. It receives complaints regarding the Viennese health and care sector, investigates alleged problems, addresses grievances, and offers suggestions for solutions.

Nearly all public actors involved in the health care system in Vienna are required by law to cooperate with the WPPA. For example, if a patient suspects a treatment error, they can turn to the WPPA. To establish a factual account of what happened, the WPPA will request the necessary files from the hospital or surgery in question, which are then reviewed by its in-house lawyers. If the examination shows that a treatment error may have occurred, the WPPA will try to negotiate an out-of-court settlement for the complaintant. If a settlement is reached, this is where the competence and the function of the WPPA end. Complainants can, however, always initiate legal proceedings. In cases where no settlement is reached or a medical malpractice cannot be sufficiently proven, the WPPA can pay out up to €100,000 to the injured party. Exactly as is envisaged for an HMB, this financial support is not restitution or compensation and need not be in a direct relation to the harm caused.

Since the WPPA commenced its work, important lessons have emerged for the design of HMBs related to digital data. First, it has been particularly successful in identifying ‘bad actors’. For example, if several patients contact it within a relatively short period with complaints about a particular physician, the WPPA is aware that there may be a problem and can act to prevent future harm. Second, much of the WPPA’s success depends on the cooperation of actors in the field. Most are legally compelled to cooperate. There is a broad exemption for private practices, but most of these cooperate with it on a voluntary basis, partly to prevent reputational damage. Third, the WPPA is particularly important to individuals who do not have the financial means or access to legal recourse. It thus helps to reduce the power imbalance between patients and medical institutions.

The problems that the WPPA has encountered are also instructive for HMBs. For example, the WPPA has had difficulties getting some powerful actors, such as the Viennese Medical Chamber, to comply with its requests. For example, access to relevant files is regularly denied. Ensuring that the legal basis for an HMB stipulates that all relevant actors are obliged to cooperate with the HMB seems crucial. Ensuring consistency in the treatment of harm is also important. Each of Austria’s nine states have their own patient advocacy, and there is a considerable variation in how harms are addressed and in the amounts of financial support that can be provided (for instance, in Vienna, a patient can receive up to €100,000 while the maximum is limited to €20,000 in other states). Such unjustified variation can undermine the trustworthiness of harm mitigation instruments.
A template for harm mitigation? The complaints procedure of the Information Regulator of the Republic of South Africa

An example of a body that currently fulfils some of the functions of an HMB is the Information Regulator of the Republic of South Africa with its complaints procedure. One of the Regulator’s duties is to receive and investigate complaints about alleged violations of the Protection of Personal Information Act (POPIA) and to attempt to resolve these complaints by means of dispute resolution mechanisms such as mediation and conciliation. Not only persons who suspect that their personal information has been interfered with that can lodge complaints with the Information Regulator; so can persons acting on their behalf or even with sufficient public interest in the subject matter (Section 73). Complaints must be made in writing and can be filed in a variety of ways (including in person, online or by post) (4.2/4.3 Rules of Procedure).

Two aspects of the complaint procedure of the Information Regulator are particularly noteworthy. First, the Information Regulator can choose different ways of addressing the complaint, which makes it flexible enough to adjust to the specifics to different types of complaints and harms. In some cases, mediation may be the ideal solution for affected parties (Section 80). In other cases, an official hearing with the involvement of legal assistance and with significant public attention is suited better to solve the conflict; for example, when there is one ‘bad actor’ that should be singled out for its actions (Section 81). Second, the Information Regulator’s competences are carefully designed to complement existing legal remedies. For example, it cannot accept complaints that are still pending before other regulatory bodies or tribunals (4.5.3 Rules of Procedure). The decisions of the Information Regulator, however, can be appealed at the High Court, which renders its complaint mechanism de facto the first level of jurisdiction (Section 97).

5.3 Pillar III: Sharing the profits of corporate data use with the public

The third pillar of the proposed solidarity-based data governance framework seeks to ensure that some of the profits that corporate data users make come back into the public domain. This applies particularly to data uses that do not create significant public value (Table 1, Type B of data use).

Institutionalised benefit sharing mechanisms are significantly different from corporate social responsibility (CSR) and corporate philanthropy. CSR ‘occurs when a business firm consciously and deliberately acts to enhance the social well-being of those whose lives are affected by the firm’s economic operations’ (Frederick 2018: 3). It is usually used as a voluntary strategy to remain competitive and ultimately increase commercial profits. Corporate philanthropy comprises charitable acts by corporations, such as donations or sponsoring (Gauthier and Pache 2015). In CSR and corporate philanthropy, the corporation retains control over its activities and is not accountable to the public (beyond strategic self-reporting). Institutionalised benefit sharing with the public, on the other hand, is legally binding, entails accountability to the public and transfers control away from the corporation to the community affected by its activities.
**Taxing data and data uses**

As digital economies grow, new ways of taxation are needed to ensure that digital practices do not increase social and economic inequities within and across societies. For example, there is currently a de facto exemption from taxation for services that people buy with data instead of money. When people get access to ‘free’ services in exchange for their personal data, these transactions are not taxed. If people paid for these same services with money, the same transactions would be taxed (Thimmesch 2016). Another important reason for the need for fairer ways to tax corporations in the digital era is that large parts of the profits that are earned in the digital economy do not currently come back into the public domain. Finally, the COVID-19 pandemic has brought some economic sectors to a near standstill while many digital businesses have boomed. This means that tax revenue from corporate taxation shrank while profits of these digital businesses skyrocketed. There is also a global justice dimension to this issue as, for example, many businesses in the digital economy ‘have a significant economic presence in African countries and benefit from economic activity but have little obligations to pay tax because they do not have a physical presence in these countries’ (African Union 2020: 2).

Several solutions have been proposed. For example, a globally binding set of rules for a corporate minimum tax that could counter tax avoidance, especially regarding digital platform businesses, is being negotiated on the international level (OECD 2021b). The OECD calls international companies’ practice of shifting their income to low-tax countries ‘base erosion and profit shifting’. This is particularly easy for data-driven businesses, whose commodities (data) can be transferred and processed across the globe almost without constraints, irrespective of the physical location of the company. The introduction of a global minimum tax for corporations could ensure that, among other transnational businesses, digital companies and their profits generated from digital personal data will eventually be taxed to an acceptable extent – even if the amount of tax they pay is not correlated to the intensity and kind of data use. Even where data or data use is not subject to taxation, some of the value derived from it can thus be returned to the public.

Another way in which institutionalised benefit sharing could take place is in the form of data taxes. One version of this would be to impose a tax on the data itself, following the argument that data has become a new asset class ‘by making user data measurable, legible, and monetizable, such as through subscriptions or selling access’ (Birch, Cochrane, and Ward 2021: 13. See also World Economics Forum 2011: 5). Another approach would be to impose a tax on the data use by corporate entities that, although their data use does not pose unacceptable risks, it is not likely to create significant public value (see Table 1, Type B data use). In this way, corporations that benefit financially from such data use would pay some return on the investment that has been made by public infrastructures and other elements that have facilitated the curation, storage or sharing of data, and that also reward citizens for the risks they take by having data about themselves used by others. Revenue collected from such a data use tax could be paid into HMBs at regional and national levels, for example, so that it benefits citizens who were harmed by...
data use. Alternatively, it could also be earmarked for initiatives to close digital divides or other equity-related goals.

Regarding the scenarios in which taxes would be imposed on data or data use, let us consider each of these two variants in more detail. First, for a tax on data to be effective, public authorities need to specify where and when data is to be taxed, and by whom. Data as a digital asset class is different from other products and services in that it is regularly very difficult to be located and billed, and also because data can be in several places simultaneously (Section 3). Digital businesses can host their services on servers that are located in different countries from where they provide their services. The data that these businesses collect and commodify can easily be transferred across borders without constraints.

The dissociation of the service provider and the place of consumption (De Filippi 2013: 3) on the one hand and the uncertainty about the classification of commodified data as a taxable asset on the other hand pose crucial challenges to fair data taxation. At present, it is common to consider the criteria of source and residence to determine where international businesses pay their taxes (de Man 2021: 78). This means that a company is usually obligated to pay taxes in the country where it resides; that is, where its main commercial operations are performed (de Man 2021: 94). That these criteria tend to blur in the case of data driven businesses poses yet another obstacle for data to become subject to taxation (De Filippi 2013: 4). A company could provide online services in one country but collect and process data in another. This allows data-driven businesses to avoid direct (for example, corporate income tax) and indirect taxes (for example, value added taxes) in a relatively easy way (Olbert and Spengel 2019).

As noted, a second option would be to impose taxes not on data but on data use. Here too, one of the challenges consists of making data use visible and countable. Moreover, only data use that does not create significant public value should ideally be subjected to a data tax. (Activities such as research on diseases, to decrease carbon emissions or to improve social services would typically be exempt). Individuals and small and medium-size enterprises should be exempt from such taxes to avoid that they burden small data users while powerful large ones with expensive lawyers and advisers find loopholes and other workarounds (similar to the way in which they negotiate and find ways out of taxation in other contexts at present.)

One possible way to ensure that data use by individuals as well as small and medium-size enterprises is exempt from taxation would be to impose such taxes only on data-driven businesses that handle a relatively large amount of data and create substantial network effects, and not on other corporate entities or individuals. As to determining what constitutes a data-driven business, the OECD, for example, considers the degree of mobility, the reliance on data or network effects as possible criteria (OECD 2015: 11). In another example, in 2013, France’s government proposed the taxation of data at the place of interaction of a data-driven business (for example, a social network) with the persons who use their digital services, ‘which is where the process of value creation actually takes place’ (De Filippi 2013: 3 f). Taxation of highly diverse data streams would require regulation and technical
instruments that allow relevant public institutions to regionally manage and catego-
risate personal data collected by data-driven businesses and enable regional tax-
ation. This is a particular challenge given the high mobility of data and the nature
and frequency of data transfers performed by data-driven businesses (see, for ex-
ample, European Commission 2018 on ‘Significant Digital Presence’). Although
France introduced a form of digital tax in 2019, targeting advertising revenue from
international digital companies that has accrued in France, it has not yet been im-
plemented, in the hope of finding an international solution through OECD negoti-
ations. Preceding an internationally binding solution for data taxation, a ‘transitory
internet tax’ (De Filippi 2013: 4) could be imposed at national levels. It could be
based on the collection and processing of user data that was obtained in a partic-
ular state and is being stored for a longer period of time, because, ‘just like goods,
data can be stored, aggregated and reused at a later time, so as to provide new
value in the long term’ (De Filippi 2013: 4).

As noted, data or data use taxes, as well as tax incentives given by states to multi-
national corporations, would probably need to be detached from the exact volume
of data, data use or revenue. Debates in other policy areas such as environmental
protection are currently considering charges (in the wide sense of the word) on
businesses, depending on their energy intensity and the measures they take to
reduce it. The aim is to create an incentive for companies to switch to more cli-
mate-friendly modes of production (see, for example, German Federal Ministry for
Economic Affairs and Climate Action 2022 on the promotion of sustainable energy
sources and reduction of carbon dioxide emissions). Governments can also im-
pose specific compensations or levies to get companies ‘to behave in a way that is
compliant with the general interests of society’ (De Filippi 2013: 5). For data-driven
businesses, this could mean tax incentives for companies that comply with rele-
vant data protection ambitions and respect their users’ privacy (De Filippi 2013: 5).
This could motivate data-driven businesses to support higher privacy and security
standards for their users, with companies that do not offer such control functions
having to pay levies.

Benefit-sharing Agreements (BSAs)

Similar to data taxes, benefit-sharing agreements (BSAs) can ensure that profits
or benefits generated by data controllers are shared with those who made those
profits possible in the first place. BSAs originate from extractive industries and
are commonly used in mining, oil and gas extraction, the expansion of renewable
energy sources and the use of genetic resources (Musall and Kuik 2011; Sieben-
morgen and Bradshaw 2011; Tulaeva and Tysiachniouk 2017; Tysiachniouk et al.
2018). In the context of natural resource extraction, the goal of BSAs is to ‘share
the economic value created by extractive activities’ between ‘extraction compa-
nies and stakeholder communities’ (Adebayo and Werker 2021: 1). Such benefits
may consist of direct financial compensation – for example, through royalties – but
they may also include ‘preferential access to contracting opportunities for local
firms’ (Adebayo and Werker 2021: 1), the provision of infrastructure (for example,
routes and schools) or guarantees of direct employment.
BSAs are also common in the governance of genetic resources. Article 5 of the Nagoya Protocol – the supplement to the 1992 Convention on Biological Diversity (CBD) – prescribes that ‘benefits arising from the utilization of genetic resources as well as subsequent applications and commercialization shall be shared in a fair and equitable way with the Party providing such resources [...]. Such sharing shall be upon mutually agreed terms.’ In fact, ‘the concept of benefit-sharing originated from’ the CBD (Tulaeva and Tysiachniouk 2017).

BSAs could serve as a model for policy instruments with the objective of sharing benefits derived from the use of digital data for two reasons. First, they respond to the fact that power is unevenly distributed between entities performing the (data) extraction activities and the communities whose (data) resources are extracted. This uneven distribution of power does not lead to extraction activities being prohibited, but instead a mechanism is devised that mitigates it. Second, BSAs reflect an acknowledgement that the communities from whom (data) resources are extracted play an indispensable role in the process of profit generation and as such ought to be compensated through financial or other means. These two elements can be seamlessly applied to BSAs for entities generating profits from the use of digital data.

BSAs can cover any sort of benefit (within the legal constraints) and are not limited to financial compensation as outlined above. While for the mining sector guaranteed jobs and contracting opportunities may be a suitable benefit, benefits in BSAs relating to digital data would be embedded in a different political economy and could change depending on the activities of the entity profiting from the data. For example, an entity analysing large amounts of data from which information about individuals can be extracted may be required as part of a BSA to provide the data bundled and prepared in a desired manner to an applicant free of charge. The same entity may also be required to share findings from its data analysis with the people and communities whom the data come from. For example, it could be required to tell people which of their online activities negatively influence their credit score. This is by no means an exhaustive list of benefits that could be included in a BSA and merely serves as inspiration.

There is one crucial difference between BSAs in natural resource mining and data mining that requires further consideration. In the former, the community ‘affected’ by the practices of extraction is typically limited; for example, a particular community next to a mining site or the community owning the land. While such narrow views of who is affected may attract justified criticisms on their own (for example, a community residing upstream may still be disadvantaged from mining activities and not be included in the BSA), defining such a community for BSAs in the digital sphere could be a difficult task that deserves dedicated analysis.
6. Other ways to enable and improve data solidarity

Besides the three pillars of the proposed solidarity-based data governance framework, there are other policies and strategies that can help to realise data solidarity. Two important aspects are highlighted below.

Data solidarity and collective data ownership

Data solidarity implies a specific take on data ownership. Ownership is not the same as property. While ‘property’ has clearly definable legal meaning, ownership can also refer to a moral claim on something. People who say that they own their personal data do not typically mean this to be a legal assessment. Instead, they often express that they should have a say in who uses their data, what they do with it and who benefits from it, including to ensure that their data will not be used against them. This understanding also ought to prevent free-riding. Data solidarity does not understand the availability of data as a free-for-all and grab-as-you-go. Instead, communities and other collectives should have control over the conditions of access and use; for example, a for-profit entity may be required to pay for access to data while a public research institute may not. In this sense, the underlying goods that ownership is expected to protect are privacy and dignity, both of which are not merely individual needs but also have a collective dimension.

When ownership is used to refer to property rights, then the underlying needs can still be privacy and dignity, but also the creation of financial profits. Property rights are understood as a bundle of entitlements that grant the rights holder control over the thing that they hold property rights to. The right to do whatever one wants with the object and to hinder everyone else to do the same are the two entitlements that set property rights apart from other kinds of ownership (for example, right to use). Debates on property rights to data, which have been particularly lively in recent years (see, for example, Boerding et al. 2018; Purtova 2015; Stepanov 2020), typically assume that these rights are, or should be, held by individual citizens or individual organisations. Sometimes individual property rights are claimed to offer the strongest form of individual control over data, offering better protection to individuals than privacy rights do (Hummel et al. 2021a). At other times they are explicitly justified by the desire to enable individual-level monetisation. Only if individual data subjects are seen to hold property rights to their personal data, so the argument goes, can they sell it or charge fees for its use.

From a data solidarity perspective, individual-level monetisation is a highly problematic idea (Prainsack and Forgó 2022). At a superficial level, it may seem emancipatory as it gives people the possibility to make money from their personal data (see also Hummel et al. 2021a: 557-8). Especially in societies where there are no public services to meet people’s basic needs, but where needs such as health care, housing, transport, and education are to be met via the private purchase of goods and services, individual-level monetisation is likely to lead to a situation where the rich pay with money while the poor pay with data. Besides increasing social and economic inequalities, this would also mean that privacy becomes a service that
only the wealthy can afford (Elvy 2017).

Instead of endorsing individual-level property rights data, a solidarity-based perspective supports the treatment of data as collective property (see also Montgomery 2017). This means that the advantages of property rights – as the strongest level of control, including the right to sell and to destroy data – are preserved, but at the level of collectives such as nations, communities, or commons (see Section 3). While individual data subjects should have meaningful control over their individual-level data wherever this helps to protect the goods of privacy and dignity (for example, individual consent to data use in the medical, insurance, or consumer rights contexts), the stronger entitlements of property rights should be a collective right. Commons, communities, and nations should decide together what parts of people’s lives and bodies should be datafied, and how data, once it exists, should be used and for whose benefits. This collective right to data ownership also acknowledges the large investments that societies make in enabling data work by providing education and training as well as funding the material and immaterial infrastructures that data curation and use often relies on. Although data is often considered the new oil, unlike oil it is not just ‘out there’ to be appropriated by companies that process and refine it. It is created by people and societies who need to have the biggest say in how data is used.

**Genuine data commons and data trusts as an alternative way of organising data practices**

Under the term ‘data trust’ or ‘data steward’, a variety of concepts are discussed that in some form or another aim at promoting data practices that are sustainable, compliant and balance the interests of diverse stakeholders (Ulmenstein 2020: 28; see also Delacroix et al. 2019 and Ruhaak 2019). A data trust is typically an entity that is supposed to facilitate wider data access and sharing, while at the same time protecting the rights of the involved parties. It thus lies at the intersection of data protection and the data economy. So far, however, no unified framework for data trusts has been established and real-world examples of possible models are still scarce (Blankertz 2020). As pointed out by Blankertz, the concept of data trust is subject to different expectations and requirements depending on the specific sector and use case (Blankertz 2020). In the health context, for example, where sensitive data is processed, an important function of data trusts is to protect the privacy of individuals when pooling and analysing patient data for medical research (Kolain et al. 2019). Data trusts carry out the pseudonymisation or anonymisation process, control the identity and access management, and facilitate the provision of consent by the data subject (Kolain et al. 2019). Data trusts in the circular economy, in contrast, typically aim to overcome the logistic and managerial challenges of sharing product data between companies (Blankertz 2020). Rath and colleagues (2016), for example, discuss the potential of data trusts to store personal data of European data subjects on behalf of US companies. By restricting the access of the US government, the data trust could provide a solution to the legal dilemma since the 2020 Schrems II judgment of the Court of Justice of the European Union, which struck down EU-US Privacy Shield.
Another important motivation for the development of the data trust model has been to strengthen the position of data subjects to counter power asymmetries and allow for participatory data governance (Ada Lovelace Institute and UK AI Council 2021). Data trusts can play a role in linking individual interests to collective governance and public value. They can also help people to communicate their privacy preferences and to enforce them against public authorities or commercial entities.

A decisive element in determining how powerful data trusts are in strengthening collective control and oversight (instead of merely functioning as a private data vault for individuals) is the extent to which individual data subjects can assign their individual rights to control their data to the data trust. Personal data or consent management systems, for instance, provide the technical infrastructure for data exchange between different parties (Mahoney, Fahs and Marti 2021) but do not represent data subjects vis-à-vis data users in any way. Rather than jointly owning and governing data, such entities are making the communication and enforcement of individual preferences more effective. Genuine data trusts, however, go beyond merely facilitating transactions between data subjects and data users. Not dissimilar to unions, who bundle the power of individual workers and obtain weight by speaking for many of them, data trusts should ideally negotiate the conditions for data processing on behalf of their members (see also Ada Lovelace Institute and UK AI Council 2021). The concept of the ‘consent to be governed’ introduced by the bioethicist Barbara Koenig (2014) can be helpful in this context.

**Whistle-blowers protection to prevent future harm**

As indicated earlier, harm can occur without any laws being broken (McMahon et al. 2020) or without anyone being able to pinpoint what caused the harm. But harm can also go unseen for extended periods of time. For instance, a specific group of people could be discriminated against based on their socio-economic status if a ride-sharing algorithm applied higher rates to any rides in their neighbourhood due to a higher crime rate there. Although the company’s ride-sharing algorithm would not use metrics of socio-economic status directly as a category to set prices, this would de facto amount to discriminating against poor people in a neighbourhood with a higher crime rate. The customers are unlikely to discover discriminatory treatment without access to data that is severely restricted due to trade secrecy and personal data protection. In this context, whistle-blowers can reveal misconduct and prevent or mitigate harm.

Whistle-blowers are persons who report unethical or unlawful conduct obtained within a work-related context, either within the organisation concerned or outside it (for example, public authority or society at large). Whistle-blowing is considered an essential mechanism in striving for integrity and public interest (Wolfe et al. 2014), and it has brought to light some of the most controversial cases of unethical data-related practices in recent years. Examples include the US presidential election and the Brexit referendum in the United Kingdom in 2016. The stronger the protection mechanisms are, the better the collective control over the (mis)use of data. Thus, the framework for protecting whistle-blowers remains an essential
element in balancing private and public interests.

The framework for the protection of whistle-blowers shifts the burden of proof from a violation of the law to a violation of ethical principles. In doing so, whistle-blower protection contributes to ensuring that data-driven science and innovation can take place while putting adequate safeguards in place. At the same time, ensuring the effectiveness of whistle-blowers protection requires that potential whistle-blowers have access to legal counselling, as well as financial and psychological support. There is also a need for greater awareness of the political, social, economic, and ethical aspects of digital practices and the political economies that they are embedded in. This, in turn, requires covering these topics in education at all levels, and in particular within curricula and courses related to data sciences.

Whistle-blower protection remains a favourable mechanism from the perspective of trade secrecy as it assumes internal and external reporting channels. Most of the regulations implemented worldwide prioritise internal reporting mechanisms that aim to ensure confidentiality and protection from retaliation. Only if such internal mechanisms do not exist, or if they are not effective, can a potential whistle-blower report the misconduct externally – for instance, to law-enforcement authorities – or disclose the information to the general public. For example, in France, the reporting system foresees three levels. In the first instance, the problematic conduct needs to be reported within the organisation. If the issue is not adequately addressed at that level, a whistle-blower is allowed to inform public authorities or a professional association. As a last resort, if the organisation in charge has not responded to a report within three months, the report may be made public (OECD 2017). The evidence suggests that most whistle-blowers do indeed report wrongdoings within their institution or organisation before going public (OECD 2017).

International and regional standards for protecting whistle-blowers have so far been developed mainly by the OECD and the European Union. In 2019, the EU Directive 2019/1937 on the protection of whistle-blowers entered into force, aiming to harmonise fragmented regulation across the union. In many countries, there is no protection of whistle-blowers, or it is limited to certain sectors, such as banking (for example, in Australia) or public service (for example, in Chile) (Ambler 2015).

**A need for a new declaration of human rights in the digital era?**

Because ever more aspects of human lives are being captured in data, and due to the increasing power asymmetries that characterise digital societies, initiatives are currently underway to codify new rights of people in the digital era (see, for example, Cities Coalition for Digital Rights 2022; Frontiers of Tech Governance Initiative 2022; Mind Bank AI 2022; Paradigm Initiative 2022). Policymakers should consider which of these proposals should and could meaningfully be implemented via national, supranational, or international legislation. In particular, we propose the consideration of data non-discrimination legislation as analogous to genetic non-discrimination legislation issued in the last two decades (see, for example, Joly et al. 2020; Prainsack and Van Hoyweghen 2020).
7. Summary and recommendations

As the Governing Health Futures Report points out, it no longer makes sense to speak of ‘digital health’, as if there was any part of human health that is entirely independent of digital practices. Digital practices are woven into every aspect of personal, social and political life. The report’s notion of digital determinants of health helpfully conveys that access to digital tools, data and information also shapes how people can protect, learn about and act upon their own health. Asymmetries of digital power and resources within and across societies are always also relevant for people’s health, whether directly or indirectly (Kickbusch et al. 2021: 1732-3).

As noted in this White Paper, the increasing concentration of data and power in the hands of only a few corporate actors can lead to multiple societal harms. Individual-level control over data alone cannot improve this situation. Data solidarity seeks to complement individual-level control over data by strengthening instruments of collective oversight, control, and ownership. It seeks to balance the risks and benefits of digital practices and to support those practices that bring significant added value to societies as a whole. Next to making more effective use of the law to prevent harm, it promotes policy instruments that support people who have experienced harm as a result of data use and that ensure that commercial profits obtained on the basis of data are shared with the public.

As noted, the proposed solidarity-based data governance framework has three main pillars (Table 1 and Illustration 1). Pillar I seeks to facilitate data use that is likely to create significant value and unlikely to pose unacceptable risks of harm. While societies need to do their best to prevent harm from data use, affected people need to receive adequate support when it occurs. The instruments for providing this support need to be easy and fast to access, and they must not depend on any laws being broken, or on the harmed party being able to prove whose act or omission caused the harm (Pillar II). Pillar III aims to strengthen mechanisms of benefit sharing to ensure that some of the profits that emerge from commercial data use come back to the public domain, which has enabled the data use via the data work of individuals and public infrastructures.

Specifically, to realise data solidarity, we recommend the following:

1. Regulation should shift the emphasis away from different data types that are assumed to imply specific risks or benefits. Instead, regulation being tailored to different types of data use, based on the benefits and harms that such data use is likely to yield. (The authors of this White Paper are currently developing a tool that enables a structured assessment of the public value of data uses).

2. Data use that poses unacceptable risks to individuals or communities should be outlawed, with fines high enough to deter even large corporations and with effective enforcement mechanisms. Reliance on self-regulation by the corporate sector, as well as the assumption that ‘ethics’ alone can solve the problem without the help of the law, are toothless approaches
in the current political economy.

3. Data use that is likely to create significant public value without posing unacceptable risks should receive more public support than is currently the case. This can take the form of laws that set out to make easier those types of data use that create significant public value or of public services that help organisations find, access, or use data for public benefit (see Section 5.1).

4. In the digital age, harm can occur without any law being broken or without anybody being legally liable. It is often impossible for the harmed party to pinpoint who or what exactly caused the harm they experienced. For this reason, and because there can be economic or social barriers to legal remedies, support for people who experienced harm in the context of data use must be improved. They should be able to access support independent of their social or economic status, and independent of whether or not they qualify for legal remedies. As one possibility to achieve this goal, we support the introduction of Harm Mitigation Bodies (see Section 5.2).

5. Another way to prevent and to mitigate harm is through disclosures of problematic and harmful practices to the public. Whistle-blower protection in the context of data use should be strengthened.

6. In instances where data use is unlikely to create significant public value but yields commercial profits, some of these profits need to be returned to the public domain. Large data-using businesses should be required to share profits with the public; for example, through taxation or other benefit sharing requirements (see Section 5.3). Benefit sharing should help to improve global justice.

7. Individual people should never be paid for their data. This would deepen social and economic inequalities by creating societies in which the poor pay with their data for services and goods they cannot afford. Rather than treating it as (quasi-)individual property, data should be considered collective property that is governed collectively – at the level of nations or at the level of regional or even local commons. Collective ownership also enables certain types of users (for example, quasi-monopolist commercial companies or those that have broken legal or ethical rules) to be excluded from data use or to have restrictions imposed on their use.

8. Policymakers should look at current initiatives that seek to codify human rights in the digital era and deliberate which of their proposals should and could meaningfully be implemented via national, supranational, and international legislation. Specifically, we propose the consideration of data non-discrimination legislation in analogy to the genetic non-discrimination legislation issued in the last two decades (see, for example, Joly et al. 2020; Prainsack and Van Hoyweghen 2020).

As the Lancet and Financial Times Commission’s Report notes, digital transforma-
tions affect all areas of life (Kickbusch et al. 2021). They reconfigure dividing lines and connections between people and societies. We believe that this work on data solidarity will help to strengthen the important agenda for research and policy set by the European Commission.

We fully endorse the principles of Indigenous data sovereignty, which share many ontological and value commitments with data solidarity. Our recommendations also correspond closely to calls for a United Nations’ effort to use the data revolution for achieving the Sustainable Development Goals. The UN has recognised the unique opportunities that digital practices, and data-driven analytics specifically, bring. At the same time, it emphasises the need to adequately protect privacy and ensure the highest ethical standards of data processing (UN Development Group 2017).
8. Future research agenda

In terms of a future research agenda, we believe that the following activities are particularly important in the next years:

1. The policy instruments proposed in this White Paper should be implemented and evaluated, with particular attention to their effects on equity and justice, and also with regard to possible unintended consequences.

2. A systematic review of legal systems and policy approaches in all world regions should be carried out to determine (a) what laws and other policy instruments help to realise data solidarity, and with what effects so far, and (b) what laws, other policy instruments and other arrangements are the biggest impediments to justice and equity in the digital era.

3. A systematic review of initiatives to codify a new set of rights in the digital era should be undertaken to see what national and international norms and agreements are under way to avoid harmful digital practice, and to hold those accountable that engage in them.
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Glossary of Key Terms

**Datafication**
Datafication refers to the process by which different kinds of subjects, objects and practices are transformed into digital data.

**Digital and data commons**
Commons are social institutions for governing common-pool resources. Digital and data commons are approaches to collaboratively govern resources – such as data, information, culture and knowledge – that have been created by communities, according to the principles of fairness, equality, justice, and sustainability.

**Data harm**
Harm to data subjects can be of a financial, social or emotional nature. It can occur without any laws being broken, or without anyone knowing what or who exactly caused the harm. In the case of large amounts of personal data being analysed, harms may be systemic, affect more than one individual and pose a threat to societies as a whole.

**Data trusts**
A data trust is typically an entity that is supposed to facilitate wider data access and sharing, while at the same time protecting the rights of the involved parties. Data trusts can also strengthen the position of data subjects to counter power asymmetries and allow for participatory data governance. They can also play a role in linking individual interests to collective governance and public value.

**Digital economies**
The OECD defines the digital economy as an economic sector characterised by high mobility, reliance on data, network effects, a wide range of products and services on offer, a tendency towards monopoly or oligopoly and volatility (OECD 2015). The types of business models include e-commerce, app stores, online advertising, cloud computing, participative networked platforms, high-speed trading and online payment services.

**Personal and non-personal data**
The European Commission defines personal data as any information that relates to an identified or identifiable living individual (European Commission 2022a). Different pieces of information that collected together can lead to the identification of a particular person also constitute personal data. Furthermore, personal data that has been de-identified, encrypted or pseudonymised but can be used to re-identify a person remains personal data and falls within the scope of the GDPR.
Non-personal data does not contain any direct information about or relating to a person who is directly or indirectly identifiable. This can be geographical data, climate data or higher-level economic data.
Acknowledgements

We thank The Lancet and Financial Times Commission on 'Governing health futures 2030: Growing up in a digital world' for giving us the opportunity to write this paper, and for their inspiration and helpful feedback. We are grateful for their financial support for research assistance.

We also thank the following individuals who have contributed to individual sections, or supported this White Paper in other substantive ways: Matthias Braun, Henry Gao, Theresa Henne, Ivan Josipovic, Shi Li, Katja Mayer, Gert Meyers, and Ketan Modh.

We are grateful to Heidrun Åm, Tima Otu Anwana, Peter Biegelbauer, Paul Dunshirn, Ulrike Felt, Carrie Friese, Hanna Kienzler, Jenny Krutzinna, Migle Laukyte, Gertrude Saxinger, Lukas Schlögl, Karoliina Snell, Elisabeth Steindl, Sandra Wachter, and Alice Vadrot, who provided helpful comments on various versions of this White Paper.

The work on this paper was made possible by the Research Platform Governance of Digital Practices at the University of Vienna, Austria.